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1
SYSTEM AND METHOD FOR
SYNTHESIZING AND PRESERVING
CONSISTENT RELATIVE NEIGHBORHOOD
POSITION IN MULTI-PERSPECTIVE
MULTI-POINT TELE-IMMERSIVE
ENVIRONMENTS

CROSS-REFERENCE TO RELATED
DOCUMENTS

The present invention is a continuation-in-part to a patent
application Ser. No. 15/180,604, filed on Jun. 13, 2016 and
entitled “System and Method for Synthesizing and Preserv-
ing Consistent Relative Neighborhood Position In Multi-
Perspective Multi-Point Tele-Immersive Environments”,
which is a continuation-in-part to non-provisional applica-
tion Ser. No. 14/216,083, filed Mar. 17, 2014, which claims
priority to Indian application 3888/CHE/2013, filed Aug. 30,
2013. Disclosure of the priority documents is incorporated
herein at least by reference.

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present invention relates generally to the field of
video conferencing, and pertains particularly to systems and
methods for augmenting user perspective in multi-perspec-
tive multi-point tele-immersive environments.

2. Discussion of the State of the Art

In the field of video conferencing and more particularly,
E learning tele-immersive environments involving a local
educational source and a classroom that may incorporate
remote classrooms of students geographically distant from
the local classroom, by establishing a classroom specific
architecture of video capture devices or cameras and video
display devices supported on a local area network (LAN)
that has access to a carrier wide area network (WAN).

The inventors are aware of a system described in this
specification, wherein software running on at least one
LAN-connected server in each connected classroom man-
ages multiple perspective views of the education source
(teacher, whiteboard, media presentation) and multiple per-
spective views of the local students and the students of each
of the connected remote classrooms. The system known to
the inventor maps the appropriate camera feeds of the
remote students to display for the teacher or lecturer, and the
appropriate camera feeds of the teacher or lecturer to the
remote students, based on algorithmic computation of the
best gaze/feed angle based on positions of the teacher and
students dependent upon gesture recognition of gestures by
the teacher and recognition of gestures by the students as to
one of several modes of state activity defined for the
environment.

Symmetrical arrangement of video cameras and video
displays and arranged and oriented student areas for the
remote classrooms, provide the base angles for viewing and
views afforded to the teacher and students are optimized in
real time by making corrections in gaze. More particularly,
gaze alignment correction as described utilizes a unique
observer-dependent vector (ODV) system to calculate the
gaze correction factor before transforming the 3D objects
(teacher and students) into 2D projection space.

The afore-mentioned method of the system includes using
a coordinate system for locating and defining the objects in
a 3D environment, a set of vector definitions and the
behavior of vectors in response to changes in environment.
The method is used to model human gaze in order to
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2

calculate the gaze correction factor that will enable the local
and remote participants to view each other as if they were
physically present in the same physical location.

The head movements (and other gestures) of all the
participants are tracked and analyzed utilizing the unique
ODV system to calculate the gaze correction factor, which
is then used to find the exact 2D projection of the 3D object
that is projected on any given display device. In practice of
the invention, each participant sees a different perspective of
other participants which preserves the 3D behavior of
objects on a 2D display device.

The system as previously known is somewhat limited in
upwards scalability where larger numbers of remote class-
rooms may be involved. To maintain efficiency and granu-
larity of imagery, more video capture devices and more
display devices are required, inflating equipment costs.
Furthermore, having more cameras and perspectives cause
more processing in real time and require greater bandwidth
in transmission over a carrier network.

Therefore, what is clearly needed is a network-based
multi-point, multi-perspective, tele-immersive video confer-
encing system that incorporates augmented reality (AR) and
three-dimensional (3D) reconstruction techniques to reduce
the complexity of required equipment and to save network-
ing resources.

SUMMARY OF THE INVENTION

In one embodiment of the invention an e-learning system
is provided, comprising a classroom having a fixed seating
arrangement for a plurality of students and a plurality of first
depth-sensing cameras positioned to capture 3D video
images of each student from a variety of viewpoints, a
computerized session controller coupled to the first depth-
sensing cameras, and executing software from a non-tran-
sitory medium, a presenter station providing a position for a
presenter, and a plurality of second depth-sensing cameras
positioned to capture video images of a presenter at the
presenter station from a variety of viewpoints, the plurality
of second depth-sensing cameras coupled to the computer-
ized session controller, and a plurality of augmented-reality
headsets, including video display and audio feedback cir-
cuitry, one each associated with each of the seats in the
fixed-seating arrangement, and one associated with the pre-
senter station. The software executing at the computerized
session controller operates in one of an instruction mode,
wherein a straight-on view and audio of the presenter station
is streamed to each of the augmented-reality headsets at each
of the seats in the fixed seating arrangement for the plurality
of students, an interaction mode, wherein video and audio of
interaction between the presenter station and a particular
student at one of the seats in the fixed seating arrangement
is streamed, such that the particular student views and hears
the presenter station head on, and the presenter station views
and hears the particular student head-on, and the remainder
of the students view and hear the presenter and the student
alternately as each participates in an audio exchange, and a
discussion mode, wherein video and audio streaming takes
place between individual students, the viewpoints and audio
feeds to all of the AR headsets controlled such that the
students directly interacting see and hear one another
directly, and the remainder of the headsets see and hear one
or the other of the directly-engaged students according to
which student is speaking.

In one embodiment the classroom and the presenter
station are in the same physical, geographic location, and the
first and second depth-sensing cameras, and the augmented
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reality headsets are coupled to the computerized session
controller on a local area network. Also in one embodiment
the classroom and the presenter station are in different
physical, geographic locations, and the first and second
depth-sensing cameras, and the augmented reality headsets
are coupled to the computerized session controller through
the Internet network. Also in one embodiment the system
further comprises a plurality of classrooms, each having a
fixed seating arrangement for a plurality of students and a
plurality of first depth-sensing cameras positioned to capture
3D video images of each student from a variety of view-
points, a plurality of augmented-reality headsets, including
video display and audio feedback circuitry, one each asso-
ciated with each of the seats in the fixed-seating arrangement
at each classroom.

In one embodiment the software executing at the com-
puterized session controller provides for switching mode-
to-mode based on gesture recognition in video feeds from
individual ones of the depth-sensing cameras, or key words
in audio feeds. Also in one embodiment the presenter is
enabled to override mode switches software executing at the
computerized session controller provides for switching
mode-to-mode based on override input from an authorized
source. In one embodiment the presenter is enabled to
override mode switches. And in one embodiment a view-
point is determined by interpolation of frames from two
different depth-sensing cameras.

BRIEF DESCRIPTION OF THE SEVERAL
VIEWS OF THE DRAWINGS

FIG. 1 is a block diagram of a network-based videocon-
ferencing system which may be used to implement multi-
perspective, multi-point tele-immersive local and remote
e-learning environments according to embodiments of the
invention.

FIG. 2 is a block diagram illustrating object role classi-
fication according to an embodiment of the invention.

FIG. 3 illustrates a coordinate system for gaze correction
and object location in a tele-immersive environment accord-
ing to an embodiment of the invention.

FIG. 4 illustrates object vector origination according to an
embodiment of the invention.

FIG. 5 illustrates observer and object vector origination
according to an embodiment of the invention.

FIG. 6 illustrates collinear object and observer vector
origination according to an embodiment of the invention.

FIG. 7A illustrates displayed object viewing according to
an embodiment of the invention.

FIG. 7B illustrates displayed object viewing according to
another embodiment of the invention.

FIG. 8A illustrates an observer dependent vector angle
according to an embodiment of the invention.

FIG. 8B illustrates an observer dependent vector angle
according to another embodiment of the invention.

FIG. 8C illustrates an observer dependent vector angle
and gaze cone according to an embodiment of the invention.

FIG. 9 is a block diagram illustrating a local tele-immer-
sive environment according to an embodiment of the inven-
tion.

FIG. 10 is a block diagram illustrating a first remote
tele-immersive environment according to an embodiment of
the invention.

FIG. 11 is a block diagram illustrating a second tele-
immersive environment according to an embodiment of the
invention.
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FIG. 12 is a table illustrating device mapping for the local
tele-immersive environment of FIG. 9 according to an
embodiment of the invention.

FIG. 13 is a table illustrating device mapping for the first
remote tele-immersive environment of FIG. 10 according to
an embodiment of the invention.

FIG. 14 is a table illustrating device mapping for the
second tele-immersive environment of FIG. 11 according to
an embodiment of the invention.

FIG. 15 is a diagram illustrating a local classroom
equipped for a system of forty remote classrooms in an
embodiment of the invention.

FIG. 16 is a diagram illustrating a new and unique
placement of video displays in an embodiment of the present
invention.

FIG. 17 illustrates a camera placement and orientation in
a local classroom in an embodiment of the invention.

FIG. 18 is a plan view of a remote classroom in the system
having a local classroom according to FIG. 17.

FIGS. 19, 20 and 21 illustrate a method for mapping video
feed to a display.

FIG. 22 illustrates an alternative embodiment for display
arrangement to provide an immersive view in an embodi-
ment of the invention.

FIG. 23 illustrates a geometric placement of cameras in an
embodiment of the invention.

FIG. 24 is a block diagram of a communications network
2400 hosting a network-based videoconferencing system
which may be used to implement local and remote e-learn-
ing environments according to yet another embodiment of
the invention.

FIG. 25 is a process flow chart 2500 depicting steps for
initiating and then managing a multi-perspective, live video
conference session over a network between a local class-
room and remote classrooms according to an aspect of the
present invention.

DETAILED DESCRIPTION OF THE
INVENTION

In various embodiments described in enabling detail
herein, the inventor provides a unique system for augment-
ing user visual perspective in a multi-perspective multi-
point, network-based video conferencing system. The pres-
ent invention is described using the following examples,
which may describe more than one relevant embodiment
falling within the scope of the invention.

The invention relates generally to the field of video
conferencing, and pertains particularly to systems and meth-
ods for synthesizing and preserving consistent relative
neighborhood positions in multi-perspective multi-point
tele-immersive environments. In order to obviate the draw-
backs of existing video telecommunication systems in state
of'the art e-learning environments, an important object of the
present invention is to provide a system and method for
synthesizing and preserving consistent relative neighbor-
hood positions in multi-perspective multi-point tele-immer-
sive environments providing time-varying perspectives for
different participants according to the types of interaction in
which they are involved.

The inventors of the present application provide a unique
and advantageous system for enhancing the telecommuni-
cating participant’s sense of immersion and communication
effectiveness in tele-immersive environments including
local and remote telecommunication environments. The
invention may be practiced in a variety of such environ-
ments including business and sales meetings, or other envi-
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ronments where human interaction is broadcast between
local and remote locations. However, the present invention
is particularly suited for e-learning classroom environments
where teacher-student interaction takes place and the fol-
lowing description in the specification therefore pertains to
such application.

The inventors, through empirical research involving a
series of classroom experiments and evaluation of results
have gained much understanding of what constitutes an
effective e-learning environment wherein teachers and stu-
dents may interact remotely with each other as though they
were face-to-face in the same local classroom. The results,
as are described below in enabling detail, prove that the
classroom designs and software implementation of the pres-
ent invention should be such that the environment experi-
enced by both teacher an students is as close to that of a “real
classroom” as possible, and that the students of a local
classroom feel as though they are in the presence and in the
same room as the students in the remote locations, and
further that the students in remote classrooms feel as though
they are in the presence of the local teacher and students in
the local and other remote classrooms.

In the following detailed description of embodiments of
the present invention numerous specific details are set forth
in order to provide a thorough understanding of the inven-
tion. However, it will be apparent to those skilled in the art
that the invention may be practiced without all of these
specific details without departing form the scope and spirit
of the invention. In other instances, well-known methods,
procedures, components and circuitry are not described in
detail in order to avoid unnecessarily obscuring the new and
novel aspects of the invention. Any or all of the software
(SW) applications and/or servers in the following descrip-
tion can be single, clustered or load-balanced to allow
scaling up the system capacity and/or improving system
reliability.

The system of the present invention is provided for
enhancing the classroom participants’ sense of tele-immer-
sion as if the teacher in a local classroom and the students
in the local classroom as well as those of one or more remote
classrooms were in the same room interacting face-to-face.
Such immersive interaction may be between teacher and
student or between students.

The system generally includes a plurality of video cam-
eras arranged in a particular pattern including gesture rec-
ognition mechanisms and trigger-based camera feed switch-
ing. Arrays of cameras are arranged in particular patterns in
a classroom depending on whether the classroom is local or
remote, wherein one array is directed to a local or remote
classroom of students and another array is directed to a
teacher at stand in a local classroom. The system also
includes a plurality of large video displays in the local and
remote classrooms which render the video feed captured by
the camera arrays. Groupings of the video capture and
display devices may be construed as capture and display
“stations”.

One or more computing nodes which are dedicated serv-
ers are implemented in each of the local and remote class-
rooms and execute software applications which locate par-
ticipants in the physical space and recognize physical
gestures of both parties (teacher/students). A mapping node
is also incorporated in each of the local and remote class-
rooms which calculates a feed switching matrix for a spe-
cific interaction type, the calculation based on the specific
gestures. Triggers are sent to the video capture and display
stations for pairing of the capture and display devices. The
mapping is performed in multicast mode between local and
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remote classrooms, and interaction tables ensure proper
generation of the feed-display matrix. More specific detail
pertaining to gesture recognition, feed switching, mapping
and gaze correction and alignment are provided in further
enabling detail subsequently in the specification.

FIG. 1 illustrates a basic system configuration in which
the present invention may be implemented in accordance
with a preferred embodiment. System 101 is a client-server
Internet-based videoconferencing system generally includ-
ing Internet cloud 109, and a plurality of classrooms wherein
teacher/student interaction occurs. Classroom 103 is labeled
“Local” in the illustration, and represents a local classroom
e-learning environment comprising a teacher/instructor 123,
hereinafter termed teacher, one or a plurality of students
represented by element 131, a plurality of digital video
capture devices 121 a-n, hereinafter termed cameras, a
plurality of digital display devices 129 a-n, hereinafter
termed displays, a computerized server 125 and a service
gateway 135. Classroom 103 is a network environment
wherein the plurality of networked devices comprising cam-
eras 121, displays 129, server 127 and gateway 135 are
connected via a local area network (LAN) 133 which in a
preferred embodiment is a high-speed LAN, and which may
be a wireless network or any other suitable high-speed
digital connection network. Unique software applications
127 and 137 are installed and execute on server 125 and
gateway 135 respectively. It should be noted that the
arrangement and number of video capture and display
devices illustrated for local classroom 103 is not represen-
tative of the specific arrangement and number of devices in
a classroom design according to a preferred embodiment of
the invention, rather; the illustration is solely for the purpose
of' exemplary depiction of the elements present in classroom
103. Specific classroom design is more accurately shown
and described for an implementation of the invention in the
specification with respect to FIG. 9.

Classroom 105 is labeled “Remote 1” in FIG. 1, and
represents a remote classroom e-learning environment
located in a different geographic location than that of local
classroom 103. Classroom 105 comprises networked
devices similar to that of local classroom 103, including an
array of cameras 139a-n, displays 151 a-n, server 141 and a
service gateway 147, said networked devices interconnected
via LAN 145. Unique software applications 143 and 149 are
installed and execute on server 141 and gateway 147 respec-
tively. Classroom 105 also comprises a plurality of students
153. The noted exception to the similarities between remote
classroom 105 and local classroom 103 is the absence of a
teacher/instructor. It is noted here also that the arrangement
and number of video capture and display devices illustrated
for local classroom 105 is not representative of the specific
arrangement and number of devices in a classroom design
according to a preferred embodiment of the invention,
rather; the illustration is solely for the purpose of exemplary
depiction of the elements present in classroom 105. Specific
classroom design is more accurately shown and described
below in this specification with reference to FIG. 10.

Classroom 107 is labeled “Remote N” in the illustration,
and represents one or a plurality of remote classroom
e-learning environments located in a different geographic
location than that of local classroom 103 or remote class-
room 105. Classroom 107 comprises networked devices
similar to that of local classroom 103 and remote classroom
105, including an array of cameras 155a-», displays 167a-n,
server 157 and service gateway 163, said networked devices
interconnected via LAN 161. Unique software applications
159 and 165 are installed and execute on server 157 and
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gateway 163 respectively. Classroom 107 also comprises a
plurality of students 169. As with remote classroom 105, the
noted exception to the similarities between remote class-
room 107 and local classroom 103 is the absence of a
teacher/instructor. It is also noted here that the arrangement
and number of video capture and display devices illustrated
for local classroom 107 is not representative of the specific
arrangement and number of devices in a classroom design
according to a preferred embodiment of the invention,
rather; the illustration is solely for the purpose of exemplary
depiction of the elements present in classroom 107. Specific
classroom design is accurately shown and described in the
specification with respect to FIG. 11.

Network cloud 109 represents a digital wide-area-net-
work (WAN) such as the Internet network as is well known
in the art. Line 111 is a network backbone which represents
all of the lines, equipment, access points and packet-routing
capability that make up the Internet as a whole. Therefore,
there are no geographic limitations in practicing the inven-
tion. Network 109 may include the Internet network and any
sub-networks that may provide access to the network and
packet routing capability physically represented herein by
line 111.

In this example network line 111 serves as a carrier
network for interconnectivity between the local and remote
classrooms. Server 113 executing software 115 is an Inter-
net-connected Web server which may be leased or hosted by
an enterprise providing the videoconferencing services and
applications of the present invention, and may include a Web
site (not illustrated) that may serve as a service access point
(SAP) for subscribing clients of an enterprise hosting ser-
vices of the present invention.

Session architecture of the present invention is based on
an end-system overlay network with two hierarchical levels
which are a local level and a global level. At the local level,
communication in each tele-immersive environment in their
respective classroom is managed by the service gateways;
gateway 135 for Local classroom 103, gateway 147 for
Remote 1 classroom 105 and gateway 163 for Remote N
classroom 107. Each service gateway consists of one or
more processors and software. After bootstrapping of the
local environment is completed, the local service gateway
registers with central session controller 117 at the Internet
level (109) through line 111. Session controller 117 has
software 119 executing thereon providing functionality for
globally organizing the multi-party communications. At the
global level, server 113 has connection to network line 111
for communication and access purposes, and serves as a
master switching coordinator at the global level. In one
embodiment server 113 globally coordinates the feeds and
switching for all of the local and remote capture and display
devices of the multipoint classroom participation (MCP)
environment.

One embodiment of the present invention pertains to a
method for correcting gaze alignment in multi-point video
conferencing systems using an observer-dependent vector
(ODV) system. Another embodiment pertains to video cap-
ture and display device arrangement architecture for remote
learning environments which maintains the relative neigh-
borhood positions of all participants (teacher/students).
Gaze alignment correction according to a preferred embodi-
ment utilizes a unique ODV system to calculate the gaze
correction factor before transforming the 3D objects into 2D
projection space.

The aforementioned method of the invention includes
using a coordinate system for locating and defining the
objects in a 3D environment, a set of vector definitions and
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the behavior of vectors in response to changes in environ-
ment. The method is used to model human gaze in order to
calculate the gaze correction factor that will enable the local
and remote participants to view each other as if they were
physically present in the same physical location. The head
movements (and other gestures) of all the participants are
tracked and analyzed utilizing the unique ODV system to
calculate the gaze correction factor, which is then used to
find the exact 2D projection of the 3D object that is projected
on any given display device. In practice of the invention,
each participant sees a different perspective of other partici-
pants which preserves the 3D behavior of objects on a 2D
display device.

The aforementioned unique device arrangement architec-
ture of the invention includes a plurality of capture and
display devices arranged in a particular pattern in the local
and remote classroom environments which preserves the
relative positions of the participants in the classrooms, and
includes relative positions of objects and device types which
together creates a tele-immersive environment for teaching/
learning in the local and remote classrooms. As is illustrated
and described in enabling detail further in the specification,
different device arrangements are used depending on
whether the classroom is a local classroom where the teacher
is physically present, or a remote classroom where the
teacher is not physically present and wherein a 2D projec-
tion of the teacher is displayed. Gesture recognition mecha-
nisms trigger feed switching between video capture and
display devices.

As illustrated in FIG. 1 local classroom 103 and remote
classrooms 105 or 107 each have a computer/server con-
nected to the network. Computers 125, 141 and 157 are
dedicated to their respective classrooms, and comprise soft-
ware (SW) 127, 143 and 159 respectively executing thereon,
which provides a computing node dedicated to recognizing
physical gestures of the participants based on which a
mapping node calculates a feed-display matrix for a specific
interaction type, and decides the mapping between the
display devices and capture devices. The mapping is decided
based on a method for correcting gaze alignment in multi-
point video conferencing systems using an observer depen-
dent vector system, as is described later in enabling detail,
which results in a mapping based on gaze corrected projec-
tions of the participants in all of the classrooms, local or
remote.

The unique method of the invention involves functions
used at the local level to model human gaze, calculate the
gaze alignment and correction, tracking and analyzing head
movements or other physical gestures of participants, ges-
ture recognition, feed switching, calculation of feed-display
matrix for specific interaction type. Other functionality at
the global level involves master feed switching monitoring
and analysis, organizing multi-party communication
schemes with local service gateways and managing forward-
ing schedules, as will be described further in more detail in
the specification. Said functionality at the local level is
provided by the software executing on dedicated classroom
servers 125, 141, 157, software executing on service gate-
ways 135, 147, 163, and at the global level by software
executing on Internet server 113 and on session controller
117. However, it will be apparent to one skilled in the art that
said functionality either at the local or global level may be
provided by the software, hardware or combination thereof,
without departing from the scope of the invention.

Referring now to FIG. 1, the design of the tele-immersive
environments of the present invention is based on a multi-
party/multi-stream application. Each environment, i.e., local
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or remote classroom, has an array of cameras installed from
various angles, as is further illustrated and described with
respect to FIGS. 9, 10 and 11, to cover a wide field of view.
Using real-time computer vision techniques, the camera
array derives the 3D model of the participant represented in
multiple streams with each stream corresponding to one
camera. The generated and correlated video streams are
exchanged with the remote tele-immersive classroom envi-
ronments through the networking fabric. The 3D represen-
tations from different remote environments are merged and
rendered together, creating a collaborative virtual space with
the immersive awareness for every classroom participant.
Such multi-stream generation, correlation, rendering and
exchanging is represented simply in FIG. 1 by “streams in”
and “streams out” for local classroom 103 and remote
classrooms 105 and 107. Multicasting is utilized for multiple
streaming.

The inventors of the present invention, through empirical
research involving a series of classroom experiments and
evaluation of results, have gained much understanding of
what constitutes an effective e-learning environment
wherein teachers and students may interact remotely with
each other as though they were face-to-face in the same local
classroom. The results prove that the classroom designs and
software implementation of the present invention should be
such that the environment experienced by both teacher and
students is as close to that of a “real classroom™ as possible,
and that the students of a local classroom feel as though they
are in the presence and sitting along with other remote
classroom students in the same room, and that those of the
remote classrooms feel as though the local teacher and
students in the local and other remote classrooms are physi-
cally present.

During the process of empirical research, experimentation
and evaluation of results, the inventors determined that to
achieve such a “real classroom” immersive experience and
the participants’ feeling of being in the presence and sitting
alongside other remote participants in the classrooms, a
rendering of the remote students should be displayed on a
high resolution video display alongside the local students.
However, such a setup introduced problems to overcome
including such as which video should be shown where and
when, and the need to understand where and when switching
of the video feeds should occur, and so on. It was determined
by the inventors that the switching of video feeds should be
based on both teacher/student interactions and student/stu-
dent interactions. Such experimentation led the inventors to
the design of a multi-perspective, multi-point view class-
room environment providing a different viewpoint for the
teacher and another coherent viewpoint to the students. It is
important to note that feed switching in such environments
should also include audio capture and rendering based on
both teacher/student interactions and student/student inter-
actions. Therefore, the unique design of a multi-perspective,
multi-point view classroom environment providing a differ-
ent viewpoint for the teacher and another coherent viewpoint
to the students also includes such audio switching.

The system of names and terms used in the specification
and drawings of the present application, and rules for
forming these terms in this particular art of endeavor are
wide and vary from relatively informal conventions of
everyday speech to terms specific to the present invention.
The following nomenclature provides clarification of names
and terms used in the specification and drawings, and are
particularly useful in the device mapping tables of FIGS.
12-14:
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Classroom
The classroom is defined as the place where information
flows from information sources towards information sink(s).
The specification describes two types of classrooms:
a. Local Classroom
The classroom where the primary information source
(teacher/professor) is physically present. The class-
room is named as LC-x where “x” is the number
pertaining to a classroom.
b. Remote Classroom
The classroom where the primary information source is
not physically present. The classroom is named as
RC-x where “x” is the number pertaining to a class-
room.
Teacher
A primary information source physically present in a local
classroom. The teacher is named in two parts. The first
part is the physical location of the teacher and the
second part is the number pertaining to the teacher. For
example, the teacher in the local classroom is named
“LC-1-T-x” where “x” is the number pertaining to the
teacher.
Student
A primary information sink physically present in either
one of the remote classrooms or the local classroom. A
student who is physically present in the local classroom
(LC-1) is named “LC-1-S-x” student, where “x” per-
tains to any number of students. Student that are
physically present in the remote classroom 2 (RC-2) are
named “RC-2-S-x”.
Video Capture Device
A device which captures the visual information of an
information source or an information sink. A device
that is physically present in remote classroom 2 (RC-2)
is named “RC-2-VC-x" where “VC” represents video
capture and “x” is the number pertaining to the specific
capture device.
Video Display Device
A device which outputs the visual information of an
information source or an information sink. A device
that is physically present in remote classroom 2 (RC-2)
is named “RC-2-VD-x" where “VD” represents video
display and “x” is the number pertaining to the specific
display device.
Knowledge Objects
Objects which can take the role of an information source.
For example a smart (white) board, a multimedia
presentation or instructional video is considered a
knowledge object. As long as an object is part of the
knowledge environment, it is considered a knowledge
object. For example, a smart board without informative
content not a knowledge object, whereas if content is
present the smartboard becomes a knowledge object.
Knowledge Environment
The sum total of all the objects which take the role of
primary information source, other information source
or information sink forms the knowledge environment.

The working system of the invention is basically defined
as comprising three main components. These are objects,
roles and modes, and each component has further attributes
which are further defined as follows.

Objects are physically present in a classroom, and may
refer to the teacher, a student or group of students, display
or capture device, multimedia information source, informa-
tion interface or channel, etc. Each object has a location
defined by a set of coordinates to define its position, which
may be x, y, z coordinates. Each object also has a direction
wherein a vector defines the direction in which the object is
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oriented with respect to the origin. A set of vectors are
defined and used to represent the system as shown and
described further with respect to FIGS. 3-8 later in the
specification. The direction of the object defines the direc-
tion in which the object is facing. Fach object also has a
plane that defines its “face”, and a media type such as video,
audio, text or multimedia.

Roles are a second main component of the system. Every
object in the system is classified to take on one of a list of
specific roles. A primary information source is one such role
held by a teacher/professor, therefore the teacher object is
considered a major source of primary information. A class-
room lecture environment is an example of the teacher
object taking the role of primary information source. Other
objects in the system may take a role of information source,
such as whiteboard/smartboard, or multimedia presentations
or instructional video, etc. Students in discussion with the
teacher or with other students may also take on the role of
information source. Objects that receive information, such
as a listening student take on the role of information sink.
Between every information source and sink there is an
information channel role, and an interface object between
the information source and channel takes a role termed
“tap-in”, while an interface object between information
channel and sink takes a role termed “tap-out”.

Modes in a classroom environment are a third main
system component category. The terms “modes” are “states”
are used interchangeably in the specification. There are three
basic states in the system, those being instruction mode,
interaction mode and discussion mode. Instruction mode is
when the teacher object takes the role of primary informa-
tion source and the student objects take the role of infor-
mation sink. In instruction mode the teacher is lecturing
generally in a local classroom, students are in the local
classroom and the teacher is not interacting with any class-
room of students specifically. The local classroom teacher
and students in this mode face each other in a generally
natural setting, and the students therefore see the teacher
directly. It is important to note that the system is assumed to
be in the instruction mode at the start of the class, which is
therefore the initiation of the instruction mode or state.

Interaction mode is when the teacher object directs infor-
mation to a particular student object or set of same i.e., the
teacher is interacting with a specific classroom of students.
The Interaction mode is initiated for example, when the
teacher wishes to interact with a specific classroom and
invokes a physical gesture such as head nodding, finger
pointing or some other hand or arm gesture or the like. The
system recognizes this gesture utilizing a gesture recognition
mechanism and automatically switches to the interaction
state.

Discussion mode is when the teacher object and student
objects take the role of both information source and infor-
mation sink. For example, in discussion mode the local
teacher and students from any of the classrooms local or
remote, are enabled to interact with one another. In this
mode, teacher may initiate interaction with any local or
remote students, any student may initiate interaction with
teacher and students may initiate interaction with other
students whether locally or remotely. Such interaction ini-
tiation may include physical gestures by teacher or student
such as pointing or some other physical gesture which
triggers the system to enter the discussion mode.

It is important to note that the system can be in only one
mode or “state” at any given time. For example, the system
cannot be in an interaction state wherein the local teacher is
interacting with one of the remote classrooms, and another
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remote classroom is at the same time interacting with
students in the local classroom. In order for accurate and
effective switching and pairing of capture to display devices
to occur, the system state at any given time must be unique
and specific. Further, there must be a system-wide recog-
nizable trigger for switching the system from one state to
another. More specific details on gesture recognition,
switching and pairing are discussed further in the specifi-
cation with respect to the unique classroom designs of FIGS.
9-11, and feed switching tables of FIGS. 12-14.

As discussed with reference to main components of the
working system of the invention, object roles are one of the
three main system components, the others being objects and
object modes or “states”. Every object in the system is
classified to take on one of a plurality of roles, those being
primary information source, other information source, infor-
mation sink, information tap-in, information tap-out and
information channel.

FIG. 2 is a simple block diagram illustrating object role
classification according to an embodiment of the invention.
Role classification 201 includes an information source 203
which may be a primary information source such as a
teacher object at stand in a classroom, another information
source which may be a multimedia instructional video or
slide presentation, a whiteboard or “smart” board, or can
even be a student object in discussion with a teacher object
or other students in a local or remote classroom. Information
sink 205 represents an object in the classroom which
receives information provided by information source 203. A
student object is a primary example of an information sink.
However, either the teacher or student object may take the
role of information sink, depending on which mode or
“state” the system is currently in.

Element 207 labeled “Tap-in” represents an object of the
system which is classified as an interface between the
information source and information channel 211. Interface
207 may be a generic hardware or software implementation
on the information source side, and may generate executable
code from data provided by the information source, such that
the data may be transmitted through information channel
211 and utilized by information sink 205. On the side of
information sink, an interface 209 is provided, labeled as
“Tap-out”. Interface 209 may also be a generic hardware or
software implementation on the information sink side, and
may generate executable code from data transmitted through
information channel 211 such that it may be utilized by
information sink 205. Information channel 211 is an object
classified for taking on the role of carrying information from
interface 207 on the source side to interface 209 on the sink
side. Channel 211 is a data pathway which may represent a
physical transmission medium or may be a logical connec-
tion over a multiplexed transmission medium, and is used to
convey the information signals from one or several infor-
mation source interfaces 207 to one or several information
sink interfaces 209.

The object of the present invention is to provide a system
and method for synthesizing and preserving consistent rela-
tive neighborhood position in multi-perspective multi-point
tele-immersive environments, such as e-learning local and
remote classrooms. The invention includes a method for
correcting eye gaze alignment in multipoint video confer-
encing systems using an observer dependent vector (ODV)
system as well as video and audio capture and display/render
device arrangement architecture for the local and remote
environments which maintains relative neighborhood posi-
tions of all of the e-learning participants. The unique ODV
system utilized by the aforementioned gaze correction
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method calculates the gaze correction factor before trans-
forming the 3D objects into 2D projection space. This
includes using a coordinate system for defining the objects
in a 3D environment, a set of vector definitions and the
specific behavior of certain vectors to changes in environ-
ment.

FIG. 3 illustrates such a coordinate system for gaze
correction and locating classroom objects in a tele-immer-
sive environment according to an embodiment of the inven-
tion. System 301 is a simple representation of a spherical
coordinate system for 3D space which is defined to locate
the objects in the classroom environment, and is a system
local to all classrooms either local or remote, and is defined
for each of the classrooms. As shown in the diagram the
origin of the coordinate system is defined as the left bottom
corner of the intersection of the walls opposite to where the
teacher object is physically or virtually present. Any other
definition of origin would also suffice; however, for sim-
plicity and uniformity the corner point as shown is stan-
dardized. The radial distance from origin to point, polar and
azimuth angles are measured as is known in the art in order
to place the (real) local and (real) remote classrooms and
their objects into a virtual global space.

Vectors, which can be considered course, direction or
guidance, are incorporated in the design of the invention,
and the inventors have defined a unique set of vectors to
represent the system. All of these vectors exist in the
spherical coordinate system of FIG. 3. Three different vec-
tors are defined for the objects in the classroom. These are
object vector, observer vector and observer dependent vector
(ODV). The main object of the present invention is to
provide a system and method for synthesizing and preserv-
ing consistent relative neighborhood positions of objects in
multi-perspective multi-point tele-immersive environments
such as the local and remote classrooms described hereto-
fore. The system provides time varying perspectives for
different classroom participants according to the type of
interaction in which they are involved.

The synthesizing of consistent relative neighborhood of
participants is achieved using vector analysis of participant
positions coupled with a gesture recognition system for
creating a tele-immersive environment. The local and each
remote location are provided with a plurality capturing and
rendering devices arranged in a predetermined pattern and
directed at the participants. Each location has a dedicated
computing node which computes observer dependent vector
(ODV) using inputs from the capture devices, and a set of
ODVs so computed is used to calculate the gaze correction
factor. At least one mapping node combined with the gesture
recognition system classifies the gestures and triggers map-
ping of the capture devices of one remote location to the
display devices of another remote location.

Objects are physically present in a classroom, and may
refer to the teacher, a student or group of students, display
or capture device, multimedia information source, informa-
tion interface or channel, etc. Each object has a location
defined by a set of coordinates to define its position, which
may be x, y, z coordinates. Each object also has a direction
wherein a vector defines the direction in which the object is
oriented with respect to the origin. The direction of the
object defines the direction in which the object is facing.
Each object also has a plane that defines its “face”, and a
media type such as video, audio, text or multimedia.

FIG. 4 illustrates object vector origination according to an
embodiment of the invention. The object vector is one of
three different aforementioned vectors defined by the inven-
tors for the objects in the classroom. Object 403¢ as illus-
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trated is a three dimensional object which could represent
any 3D object physically present in a classroom. The teacher
and student or group of students can be considered 3D
objects. Object 403a has a plane that defines its “face”, and
an object vector as defined by the inventors originates from
this plane and is directed normally outward from the face
and perpendicular to the face. 4035 illustrates the top view
of object 403a.

The observer vector is another of the unique set of three
vectors defined by the inventors and used to represent the
system of the invention, and also exists in the spherical
coordinate system of FIG. 3. The observer vector, as with
object vectors, originates from the plane or “face” of an
object and is always directed towards an object vector.

FIG. 5 illustrates observer and object vector origination
according to an embodiment of the invention. [llustrated are
three different observer object s “looking™ at one object 503
along their respective observer vectors. Observer object 505
is a first object, 507 a second and 509 a third. Observer
objects 505, 507 and 509 may be considered observing
student objects or video capture devices in a classroom.
Object 503 may be considered the teacher object at stand in
the front and center of a classroom, or a display device in
either a local or remote classroom.

As illustrated, observer object 507 is collinear and oppo-
site to object 503. Object 507 has an observer vector 2
originating outwardly from its “face” plane and directed
collinearly towards object vector originating from the face
of object 503. Observer vector 2 is collinear and opposite
with object vector of 503 illustrating that their “eyes” meet.
Observer vectors 1 and 3 originating from objects 505 and
509 respectively, obtain a side view of the face of object 503,
at angles indicated in the illustration by the symbols 8 and
e.

FIG. 6 illustrates collinear object and observer vector
origination according to an embodiment of the invention. In
this simple representation which is a specific case where the
object vector and the observer vector are collinear and
opposite in direction, object 603 is a 3D object which could
represent a teacher object in a virtual classroom. Observer
object 605 is also a 3D object and could represent an
observing student object or group thereof in a virtual class-
room. The object vector originates from the face of object
603, the observer vector originates from the face of observer
object 605, and both vectors are direct toward each other
oppositely and collinearly.

The observer dependent vector (ODV) is another of the
unique set of three vectors defined by the inventors and used
to represent the system of the invention, and also exists in
the spherical coordinate system of FIG. 3. Every object on
a 2D display plane is associated with an ODV, and the ODV
exists only when it is observed. For example, when the
observer vector is not directed towards the origin of the
ODV, the ODV ceases to exist. This convention is simply
illustrated by FIGS. 7A and 7B.

FIG. 7A illustrates displayed object viewing according to
an embodiment of the invention, wherein display device 703
displays on a 2D screen, an object 707 for viewing by
observer object 705 along its observer vector originating
therefrom. The observer vector creates an angle with the
ODV indicated by the symbol ©. Every object on a 2D
display plane such as object 707 of display 703 is associated
with an ODV, and the ODV exists only when it is observed,
and ceases to exist when the observer vector is not directed
towards the ODV origin. This convention is simply illus-
trated by FIG. 7B.
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FIG. 7B illustrates displayed object viewing wherein the
observer vector is not directed towards the origin of the
ODV. As shown, display 703 has a 2D display plane
depicting object 707. The observer vector originating from
observer object 705 is directed away from the displayed
object 707 causing the ODV to cease to exist. The ODV
exists only when it is observed, the direction of the ODV is
determined by the direction of the observer vector, so when
the position of the observer vector changes, the direction of
the ODV also changes such that the angle between them in
preserved. This ODV angle preservation is simply illustrated
in FIGS. 8A-C.

FIG. 8A illustrates an observer dependent vector angle
according to an embodiment of the invention. Display
device 803 has a 2D display plane and is analogous to
display device 703 of FIGS. 7A, B, as well as observer
object 805 which is analogous to observer object 705 of
FIGS. 7A, B. As shown an observer vector originates from
observer object 805 and is directed perpendicularly to the
face of display 803, creating an angle with the ODV labeled
with the symbol 6.

FIG. 8B illustrates display 803 and observer object 805 of
FIG. 8A. The observer vector originates from observer
object 805 and is directed to the face of display 803 as in
FIG. 8A. However, in this illustration as shown observer
object 803 is not facing display 803 perpendicularly, and
therefore the observer vector originating from object 805 is
directed towards the face of display 803 at an angle other
than perpendicular. However, the angle created with the
ODV remains preserved, having the same value as that of the
angle created by the observer vector and ODV of FIG. 8A,
and is similarly labeled with the symbol 6. As is clear, the
angle between the observer vector and the ODV remains
conserved when the observer object moves, hence the term
observer dependent vector.

For human objects, the observer vector is an approxima-
tion of “gaze cone”. A gaze cone as termed by the inventors
is defined in the system as a collection of vectors emanating
from the eyes of the human observer forming a “cone” of
sorts. Referring now to the observer objects of FIG. 5 as an
example, if first observer object 1 (505) is a human object
such as a student and is observing a second human object
(503), the first object is not able to identify the exact point
at which the second object is “looking” at. This is true in
both cases of where the second object is real or virtual. Thus,
the gaze is directed towards a region rather that one single
point. The aforementioned “gaze cone” is illustrated in FIG.
8C.

FIG. 8C illustrates an observer dependent vector angle
and gaze cone according to an embodiment of the invention.
Display 803 and observer object 805 with observer vector
originating from observer object 805, the vector directed
perpendicularly to the face of display 803 as in FIG. 8A. The
angle created between the observer vector and ODV is
preserved and indicated by symbol 6. A gaze cone 807 is
shown directed to a region rather than a particular point. The
gaze cone is defined in the system as a collection of vectors.
This approximation simplifies the calculations and has no
significant influence on the results.

The primary object of the present invention is to bring
virtual objects into real physical environments and have
them behave as if the virtual objects were real objects. The
classroom participants’ sense of tele-immersion is enhanced
by the unique classroom arrangement of video and audio
capture devices and display/render devices, coupled with a
system of gaze correction, gesture recognition and intelli-
gent device switching and capture/render device mapping,
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creating an immersive environment experienced by the
classroom participants as if the teacher in a local classroom
and the students in the local classroom as well as one or
more remote classrooms were all in the same room inter-
acting face-to-face. Such immersive interaction may be
between teacher and student or between students, either
local or remote.

The system generally includes a plurality of video cam-
eras arranged in particular patterns including gesture recog-
nition mechanisms and trigger-based camera feed switching.
An array of cameras is arranged in particular patterns in a
classroom depending on whether the classroom is local or
remote, wherein an array is directed to a local or remote
classroom of students and another array is directed to a
teacher at stand in a local classroom. The system also
includes a plurality of large video displays in the local and
remote classrooms which render the video feed captured by
the camera arrays. Groupings of the video capture and
display devices may be construed as capture and display
“stations”.

A real object is physically present in an environment and
a virtual object is only a projection of the object which could
be physically present in some other geographical location or
virtual location. The following FIGS. 9-11 illustrate the
unique classroom designs which address the challenges
associated with giving virtual objects real behavior, one of
which is generally a three dimensional (3D) object projected
on a two dimensional (2D) display.

One example of this challenge is that, suppose a first and
second object, one of which could be a teacher and another
a group of observing students, are physically present in a
real (non-virtual) classroom environment and the observer
vectors of the first and second objects create a vector angle
A. When the first object wishes to view the second object
from another angle, the first object must change its angular
displacement by an angle B such that the first object “sees”
the second object at the desired angle. In another instance,
suppose that a first object is physically present and a second
object is not physically present but a 2D virtual projection.
According to the aforementioned ODV (see FIGS. 8A-C) a
first observer vector creates a first angle with the ODV of the
second object. If the second object then makes a displace-
ment with respect to its initial position, the angle between
the ODV and the first observer vector remains angle A,
which is not the behavior of an object that is physically
present.

Challenges also exist in multipoint classroom participa-
tion (MCP) environments wherein students from geographi-
cally separate locations come together in a mixed environ-
ment where both physical and virtually represented students
are present. In such an environment the teacher and students
at different classrooms become real or virtual objects
depending on which classroom in which they are present,
whether local or remote. The aforementioned problem of 3D
to 2D projection is again introduced, where the projection of
the students or the teacher on a 2D display can have their
ODV aligned with the observer vector of the real (non-
virtual) objects in an undesired angle.

For example, suppose there are a first and second remote
classroom and one local classroom in an MCP session,
wherein the teacher is physically present in the local class-
room. In a discussion mode, a student in the first remote
classroom interacts with a student in the second remote
classroom. When other students in the local classroom view
a projection of the remote classrooms, it is desired that the
local students have the feeling that the students in discussion
between the first and second remote classrooms are “look-
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ing” at each other. Such natural behavior, as if the first and
second remote students were physically present in the same
classroom, is the desired effect. As another example, when
the teacher is in instruction mode in the local classroom, it
is desirable that the teacher views the remote students as if
they were sitting before, and facing him or her in the same
classroom. While simultaneously, it is desirable that the
local students view the remote classroom students who are
projected on a 2D surface display, also facing the teacher,
i.e., a side view of the students.

The system of the invention overcomes the aforemen-
tioned challenges by employing multiple visual and audio
capture devices and intelligently switching between them in
order to align the ODV with the observer vector, thus
creating the desired view angles. The following FIGS. 9-11
illustrate and describe the unique classroom design situa-
tions and switching algorithm based on ODV and observer
vector alignment, which address the above challenges and
produces the desired effects. The system of the invention is
simplified into an MCP environment comprising a local
classroom and a first and second remote classroom. The
various objects present in each of the classrooms are speci-
fied and described in enabling detail.

FIG. 9 is a block diagram illustrating one such classroom
design in a local e-learning MCP tele-immersive environ-
ment according to an embodiment of the invention. Class-
room 901 in this embodiment is a local classroom analogous
to local classroom 103 of FIG. 1, and in practice of the
invention is part of the MCP scenario which includes remote
classrooms subsequently illustrated and described. FIG. 9
illustrates an arrangement of a plurality of video capture and
display devices, arranged in a particular pattern which
preserves the relative positions of the participants in the
classroom. It includes relative positions of objects and
device types which together with capture and feed from
remote classrooms create tele-immersive e-learning envi-
ronments for both local and remote classrooms.

Classroom 901 is an arrangement for a local classroom
where the teacher is physically present. The classroom setup
generally includes a teacher, a plurality of students, an array
of cameras directed to the teacher, and another array of
cameras directed to the students in the classroom. The
teacher or faculty to where the camera array is directed may
be considered and termed “station”, as may the students to
where camera arrays are directed. The cameras are adjusted
to capture the video and audio feed of the teacher and
student classroom participants, and the cameras of each
array are positioned in a specific order so as to selectively
capture the different viewpoints of the station participants.
Each camera of each array has a capture node connected to
the network that captures the source feed and transmits the
data to another remote node across the network.

The system also includes a first plurality of large video
display devices which render the video feeds from the
cameras of the array making the rendered objects viewable
to the teacher and students, and a second plurality of large
displays which may render images or video from other
sources such as instructional multimedia or slide presenta-
tions or the like. The displays are connected to several
display nodes which are in turn connected to the network
backbone. The displays of the first plurality of displays are
positioned in a specific order and selectively display the
feeds provided by the capture nodes of the cameras. The
displays in local classroom 901 may be categorized in two
types. One type is a teacher-side display array, meaning that
they are viewable by the teacher, and the other is a student-
side display array viewable by the students. Both the
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teacher-side and student-side set of display show the remote
classroom students facing the professor. The displays are
differentiated by different camera feeds coming to the dis-
play sets in order to provide the correct view to the teacher
as well as the students in the local classroom. An array of
audio output devices (not shown) are aligned with the
plurality of display devices, providing audio playback which
ensures spatial synchronization of audio and video from the
display device; i.e. the audio of a particular classroom comes
from the direction of the display device displaying that
particular classroom. In a preferred embodiment audio input
devices are employed locally to each classroom participant
or in other embodiments may be such as a microphone worn
by each MCP participant including the teacher, as a lapel
microphone for example. The audio input devices would
provide audio feeds switched to audio outputs associated
with each display device, such that a participant viewing a
display of another participant would hear the displayed
participant from the direction of the participant display.

In the system terminology, all interacting components
whether human or device, local or remote are considered and
termed objects. The inventors have incorporated a naming
convention for identifying said objects. Said naming con-
vention is particularly useful in understanding the device
mapping tables as provided in FIGS. 12-14. The object
naming structure begins with classroom identification, fol-
lowed by classroom number, followed by object identifier,
followed by object number. The interacting objects are
labeled as such in FIG. 9. The naming convention is as
follows:

T=Teacher

S=Students

LC=Local Classroom

VC=Video Camera

VD=Video Display

For example, camera 919 of FIG. 9 is labeled LC-1-VC-1,
meaning local classroom (LC)-classroom number one (1)-
video camera (VC)-device or object number one (1).

In the unique classroom design illustrated, three different
video cameras are directed to teacher 903 at different angles
which capture the viewpoints of the teacher. In this tele-
teaching application teacher 903 is defined as the primary
information source. Cameras 919 and 921 are directed to
teacher 903 at 45 degrees on either side, while camera 929
is directed to teacher 903 directly from the front and facing
teacher 903, perpendicularly of the teacher’s forward-facing
direction. Five video cameras are directed to students 935 at
different angles which capture the different viewpoints of the
student participators. In this tele-teaching application stu-
dents 935, as well as remote classroom student participants,
are defined as primary information sinks. Cameras 925 and
927 are directed to students 935 at a 45 degree angle on
either side, camera 923 is directed to the students directly
from the front and facing the students perpendicularly to the
students’ forward-facing direction, while cameras 931 and
933 are directed to the students from either side at 90
degrees of their forward-facing direction, capturing each
side view of the student station. The angles and arrangement
of the cameras directed to teacher 903 and students 935 is an
important factor which will become apparent as this embodi-
ment of the invention is further detailed in the specification.

Video displays 911, 913, 915 and 917 are arranged such
that video feeds from the remote classrooms may be ren-
dered and viewable by both teacher 903 and students 935.
Displays 911 and 913 are directed for viewing by teacher
903; display 911 for rendering the display of students in a
first remote classroom and display 913 for rendering the
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display of students in a second remote classroom. Displays
915 and 917 are directed for viewing by students 935;
display 915 for rendering the display of students in a first
remote classroom and display 917 for rendering the display
of students in a second remote classroom. Classroom 901
also includes a whiteboard 905, which may be a standard
writeable board or in a preferred embodiment a video
display “smartboard” for projecting a 2D image of the
teacher, and a pair of video presentation screens 907 and 909
which may be used for displaying multimedia instructional
or informative content such as video or slide presentations.
It is noted that whiteboard 905 and presentation screens 907,
909 used in the arrangement shown in this figure are at least
supplementary devices to the teaching faculty and not nec-
essarily components required in classroom 901 for practic-
ing the invention.

Although not shown in this figure it can be assumed, as
shown in the system architecture described with reference to
FIG. 1 and classrooms 103, 105 and 107, that all of the
video/audio capture and display/render devices of classroom
901 are interconnected via a local area network (LAN)
which in a preferred embodiment is a high-speed LAN, and
which may be a wireless network or any other suitable
high-speed digital connection network. As is also described
with reference to the classrooms of FIG. 1 but not shown in
FIG. 9, classroom 901 has at least one dedicated server
implemented therein, such as server 125 of classroom 103,
as well as a service gateway such as gateway 135 of
classroom 103.

The at least one dedicated server executes software for
gesture recognition and analysis, capture and feed switching
based on same, and capture/display device node pairing and
mapping. Such functionality and its application in practice
of the present invention are further described subsequently
in the specification in enabling detail. It can be assumed that
the dedicated server and service gateway are interconnected
to the camera and display devices via the LAN of classroom
901, and the service gateway connects to a digital wide-
area-network (WAN) such as the Internet network via a
global network backbone which represents all of the lines,
equipment, access points and packet-routing capability that
make up the Internet as a whole. The global network line
connected to the local gateway of classroom 901 serves as
a carrier network for interconnectivity between the local and
other remote classrooms.

Session architecture is based on an end-system overlay
network with two hierarchical levels which are a local level
and a global level. At the local level, multipoint communi-
cation and multicasting with remote classrooms via the
global network is managed by the service gateway which
consists of one or more processors and software as described
for classroom 103, FIG. 1. The local service gateway
registers with a central session controller such as 117 of FIG.
1 at the Internet level via a global network backbone
connection. The central session controller has software 119
executing thereon providing functionality for organizing the
multi-party multi-point communications.

The system of the invention is simplified into an MCP
environment comprising a local classroom, the general con-
figuration of which was described above with reference to
FIG. 9, and a first and second remote classroom. The remote
classrooms are geographically separated from the local
classroom, but are interconnected and communicate with the
local classroom via a global network (WAN) such as the
Internet.

FIG. 10 is a block diagram illustrating one such remote
classroom design in the e-learning MCP tele-immersive
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environment according to an embodiment of the invention.
Classroom 1001 in this embodiment is a first remote class-
room analogous to remote classroom 105 of FIG. 1, and is
labeled “Remote Classroom #1”. In practice of the invention
classroom 1001 is part of the MCP scenario which includes
a local classroom as in classroom 901 of FIG. 9, and a
second remote classroom subsequently illustrated and
described in FIG. 11. A plurality of video capture and display
devices are arranged in a particular pattern which preserves
the relative positions of the student participants in the MCP
environment. It includes relative positions of objects and
device types which together with capture and feed from the
local and other remote classroom create tele-immersive
e-learning environments for both local and remote class-
room participants.

Classroom 1001 is an arrangement for a remote classroom
where the teacher is not physically present. The classroom
setup generally includes a plurality of students at the rear
center of the classroom, an array of cameras directed to the
students and a plurality of large video display devices. The
displays in remote classroom 1001 may be categorized in
two different sets; a frontal set which renders a display of the
local teacher of classroom 901, FIG. 9, as well as images or
video from other sources such as instructional multimedia or
slide presentations or the like and a second surrounding set
of displays which renders the video feeds from the cameras
of remote classrooms displaying the students of the local and
other remote classroom. The cameras are adjusted to capture
the video and audio feed of the student classroom partici-
pants, and the cameras of each array are positioned in a
specific order so as to selectively capture the different
viewpoints of the student station participants. As in class-
room 901 of FIG. 9, each camera has a capture node
connected to the network that captures the source feed and
transmits the data to other remote nodes across the network.
The displays of the first plurality of displays are positioned
in a specific order and selectively display the feeds provided
by the capture nodes of the cameras, both local and remote.
Also as in local classroom 901 of FIG. 9, the displays are
connected to display nodes which are in turn connected to
the network backbone. An array of audio output devices (not
shown) are aligned with the plurality of display devices,
providing audio playback which ensures spatial synchroni-
zation of audio and video from the display device; i.e. the
audio of a particular classroom comes from the direction of
the display device displaying that particular classroom. In a
preferred embodiment audio input devices are employed
local to each classroom participant or in other embodiments
may be such as a microphone worn by each MCP participant
including the teacher, as a lapel microphone for example.
The audio input devices would provide audio feeds switched
to audio outputs associated with each display device, such
that a participant viewing a display of another participant
would hear the displayed participant from the direction of
the participant display.

The naming convention for identifying the objects (hu-
man and device) of classroom 1001 is incorporated herein as
in FIG. 9, and is particularly useful in understanding the
device mapping tables as provided in FIGS. 12-14. The
naming convention as applied to FIG. 10 is as follows:

S=Students

RC=Remote Classroom

VC=Video Camera

VD=Video Display

For example, camera 1015 of FIG. 10 is labeled RC-1-
VC-2, meaning remote classroom (RC)-classroom number
one (1)-video camera (VC)-device or object number two (2).
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In the classroom design illustrated, five different video
cameras are directed to students 1023 at different angles
which capture the different viewpoints of the students. In
this tele-teaching application students 1023, as well as other
remote or local classroom student participants, are defined
as primary information sinks. Cameras 1015 and 1017 are
directed to students 1023 at a 45 degree angle on either side,
camera 1013 is directed to the students directly from the
front and facing the students perpendicularly to the students’
forward-facing direction, while cameras 1019 and 1021 are
directed to the students from either side at 90 degrees of their
forward-facing direction, capturing each side view of the
student station. The angles and arrangement of the cameras
directed to students 1023 is an important factor which will
be apparent as this classroom configuration, and how it
relates to other classroom configurations in practice of the
MCP tele-immersive system of the invention is further
detailed in the specification.

Video displays 1009, and 1011 are arranged such that
video feeds from both the local classroom and remote
classrooms may be rendered and viewable by students 1023,
and are directed for viewing by students 1023; display 1009
for rendering the display of students in the local classroom
901, FIG. 9, and display 1011 for rendering the display of
students in a second remote classroom. Classroom 1001 also
includes a display 1005, which is a large, preferably flat
panel video display, and a pair of video presentation screens
1003 and 1007 which may be used for displaying multime-
dia instructional or informative content such as video or
slide presentations. It is noted that presentation screens 1003
and 1007 in the arrangement shown in this figure at least are
supplementary devices to the teaching faculty and not nec-
essarily required components in practice of the invention.
However, since classroom 1001 is a remote classroom where
the teacher (local teacher 903, FIG. 9) is not physically
present, the primary purpose of display 1005 is rendering a
2D representation of local teacher at stand in the local
classroom (teacher 903, FI1G. 9) viewable by students 1023
as if the teacher were at stand in the front and center of their
remote classroom. Display 1005 may also display other
content presented in whiteboard (WB) 905 of FIG. 9.

Although not shown in this figure it can be assumed, as
described with reference to local classroom 901 of FIG. 9,
that all of the video/audio capture and display/render devices
of classroom 1001 are interconnected via a local area
network (LAN), and classroom 1001 has at least one dedi-
cated server implemented therein, as well as a service
gateway. The dedicated server executes software for gesture
recognition and analysis, capture and feed switching based
on same, and capture/display device node pairing and map-
ping. It can also be assumed that the dedicated server and
service gateway are interconnected to the camera and dis-
play devices via the LAN of classroom 1001, and the service
gateway connects to a digital wide-area-network (WAN) as
in FIG. 9.

The system of the invention is simplified into an MCP
environment comprising a local classroom and a first and
second remote classroom. The general configurations of the
local and first remote classrooms are described above with
reference to FIGS. 9 and 10 respectively. As previously
described the remote classrooms are geographically sepa-
rated from the local classroom, but are interconnected and
communicate with the local classroom via a global network
(WAN) such as the Internet.

FIG. 11 is a block diagram illustrating a second remote
classroom design in the e-learning MCP tele-immersive
environment according to an embodiment of the invention.
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Classroom 1101 in this embodiment is a second remote
classroom analogous to remote classroom 107 of FIG. 1, and
is labeled “Remote Classroom #2”. In practice of the inven-
tion classroom 1101 is part of the MCP scenario which
includes a local classroom as in classroom 901 of FIG. 9,
and a first remote classroom as in classroom 1001 of FIG.
10. Classroom 1101 is configured similarly to classroom
1001 of FIG. 10, having a plurality of video capture and
display devices arranged in a particular pattern which pre-
serves the relative positions of the student participants in the
MCP environment. It includes relative positions of objects
and device types which together with capture and feed from
the local and other remote classroom create tele-immersive
e-learning environments for both local and remote class-
room participants.

Classroom 1101 is a similar arrangement to remote class-
room 1001 of FIG. 10 where the teacher is also not physi-
cally present. The classroom setup is nearly identical in
composition to that of first remote classroom 1001, each
camera also having a video and audio capture node con-
nected to the network that captures the source feed and
transmits the data to other remote nodes across the network.
The displays of a first plurality are positioned in a specific
order and selectively display the feeds provided by the
capture nodes of the cameras of the local classroom 901 and
remote classroom 1001. As in remote classroom 1001 of
FIG. 10, classroom 1101 generally includes a plurality of
students at the rear center of the classroom, an array of
cameras directed to the students and a plurality of large
video display devices. The displays in remote classroom
1101 may be categorized in two different sets; a frontal set
which renders a display of the local teacher of local class-
room 901, FIG. 9, as well as images or video from other
sources such as instructional multimedia or slide presenta-
tions or the like and a second surrounding set of displays
which renders the video feeds from the cameras of remote
classrooms displaying the students of the local and other
remote classroom. The cameras are adjusted to capture the
video and audio feed of the student classroom participants,
and the cameras of each array are positioned in a specific
order so as to selectively capture the different viewpoints of
the student station participants. As in local classroom 901
and the other remote classroom 1001, each camera in
classroom 1101 has a capture node connected to the network
that captures the source feed and transmits the data to other
remote nodes across the network. The displays of the first
plurality of displays are positioned in a specific order and
selectively display the feeds provided by the capture nodes
of the cameras, both local and remote. Also as in the local
and other remote classroom, the displays are connected to
display nodes which are in turn connected to the network
backbone. An array of audio output devices (not shown) are
aligned with the plurality of display devices, providing
audio playback which ensures spatial synchronization of
audio and video from the display device; i.e. the audio of a
particular classroom comes from the direction of the display
device displaying that particular classroom. In a preferred
embodiment audio input devices are employed local to each
classroom participant or in other embodiments may be such
as a microphone worn by each MCP participant including
the teacher, as a lapel microphone for example. The audio
input devices would provide audio feeds switched to audio
outputs associated with each display device, such that a
participant viewing a display of another participant would
hear the displayed participant from the direction of the
participant display. The naming convention for identifying
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the objects (human and device) of classroom 1101 is the
same as for the local and first remote classrooms.

In the classroom design illustrated, five different video
cameras are directed to students 1123 at different angles
which capture the different viewpoints of the students. In
this tele-teaching application students 1123, as well as other
remote or local classroom student participants, are defined
as primary information sinks. Cameras 1115 and 1117 are
directed to students 1123 at a 45 degree angle on either side,
camera 1113 is directed to the students directly from the
front and facing the students perpendicularly to the students’
forward-facing direction, while cameras 1119 and 1121 are
directed to the students from either side at 90 degrees of their
forward-facing direction, capturing each side view of the
student station. As with the local and first remote class-
rooms, the angles and arrangement of the cameras directed
to students 1123 is an important factor which will become
apparent as this classroom configuration, and how it relates
to other classroom configurations in practice of the MCP
tele-immersive system of the invention is further detailed in
the specification.

Video displays 1109, and 1111 are arranged such that
video feeds from both the local classroom and remote
classrooms may be rendered and viewable by students 1023,
and are directed for viewing by students 1123; display 1109
for rendering the display of students in the first remote
classroom 1001 of FIG. 10, and display 1111 for rendering
the display of students in the local classroom 901, FIG. 9.
Classroom 1101 also includes a main display 1105 and a pair
of supplementary video presentation screens 1103 and 1107
which are similar to those of the first remote classroom. The
supplementary displays are primarily used for displaying
multimedia instructional or informative content such as
video or slide presentations, thus not necessarily required
components in practice of the invention. However, since
classroom 1101 is a remote classroom where the teacher
(local teacher 903, FIG. 9) is not physically present, the
primary purpose of display 1105 is rendering a 2D repre-
sentation of local teacher (teacher 903, F1G. 9) at stand in the
local classroom, and viewable by students 1123 as if the
teacher were at stand in the front and center of their own
remote classroom. Display 1105 may also display the con-
tents presented in whiteboard (WB) 905 of FIG. 9.

Although not shown in this figure it can be assumed, as
described with reference to classrooms 901 and 1001, that
all of the video/audio capture and display/render devices of
classroom 1101 are similarly interconnected via LAN, and
there is at least one dedicated server, as well as a service
gateway. The dedicated server executes software for gesture
recognition and analysis, capture and feed switching based
on same, and capture/display device node pairing and map-
ping. It can also be assumed that the dedicated server and
service gateway are interconnected to the camera and dis-
play devices via the LAN of classroom 1001, and the service
gateway connects to a digital wide-area-network (WAN) as
in FIGS. 9 and 10.

Each of the objects (teacher, students, capture and render
devices) illustrated in local classroom 901 of FIG. 9 and
remote classrooms 1001 and 1201 of FIGS. 10 and 11
respectively, have a corresponding object vector associated
with them. Whenever an object is observing another object,
the object transforms itself into an observer vector. Further,
any object that is displayed on a 2D surface display has and
ODYV associated with it.

The general overall system architecture of the invention
has been described with reference to FIG. 1, and the class-
room design for a local classroom and a first and second
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remote classroom have been described with reference to
FIGS. 9, 10 and 11 respectively. Although in practice of the
invention there may be a lesser or greater quantity of remote
classrooms than what have been described thus far, the
inventors have conducted many classroom design experi-
ments and have therefore determined empirically that the
unique and advantageous aspects of the invention can be
adequately described in enabling detail using the classroom
examples described heretofore.

In practice of the invention the system must be in one of
avariety of certain “states” or modes as they are also termed.
A state describes the interaction type, i.e. which classroom
participants are interacting with one another. Depending on
the state of interaction, the system intelligently and auto-
matically decides which camera feed is displayed to which
display device and classroom location. So it is actually the
interactions themselves, and associated gesture triggering
which determine what is displayed where.

There are three basic states or “modes” that are defined for
the system. These are instruction mode, interaction mode
and discussion mode. It is noted that there are other modes
or states in which the system may operate, and the invention
is certainly not limited to the aforementioned basic states.
However, the inventors have determined that describing
practice of the invention in at least the three basic states will
adequately enable one of ordinary skill in the art.

Instruction mode is where in a local classroom such as
classroom 901 of FIG. 9, teacher 903 is at stand in the front
and center of the classroom facing the students physically
present in the classroom for instance, and lecturing generally
to the local students as well as those viewing remotely from
remote classrooms such as classrooms 1001, FIG. 10 and
classroom 1101, FIG. 11. In this state the teacher is not
interacting with any student or classroom of students spe-
cifically; rather a general lecture is being given to the entire
student participant audience, whether they be local or
remote. However, in the local classroom the setting and
perception of the teacher and students is a natural one as the
teacher and local students are able to view each other face
to face “live” in the same classroom. It is one object of the
invention to recreate this sense of immersion for the students
in the remote classrooms.

Interaction mode is when the teacher is interacting with a
specific student or classroom of students. In this mode the
teacher in the local classroom may for example be directing
information to a particular classroom in response to a
student in that classroom asking a question of the teacher.
The teacher is able to elicit information or response from a
remote student, and vice versa.

Discussion mode is when the teacher and the students
from any of the classrooms, whether local or remote may
interact with one another. In this state an individual student
from one remote classroom may interact with any of those
from another classroom. This is an open discussion mode
and information between teacher and students, as well as
student to student interaction may occur freely.

As previously mentioned, there are other engagement
states which will exist in practice of the invention. These
states may include states wherein the teacher is engaged
with the local students exclusively and either the teacher or
students are speaking, similar engagements between teacher
and remote students, local and remote students engaged
exclusively, remote students engaged exclusively, and so on.
However, the specification will describe practice of the
invention in at least the three basic states in order to
adequately enable one of ordinary skill in the art.
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The system transitions between states depending on the
interaction type, and the transition between states must be
initiated. The initiation of a state determines what state the
system will be in. For example, the instruction mode may be
initiated by the simple action of the teacher entering a local
classroom of students, viewing the facing students and the
students viewing the teacher at stand, and the teacher
beginning the lecture. The system is assumed to be in this
state at the beginning of each classroom session. The teacher
may also enter the system into instruction mode by some
manual switching means as well. Interaction mode on the
other hand, is initiated when for instance the teacher wishes
to direct information to a particular remote classroom, and
points or uses some other physical gesture directed to the
local classroom display device which is currently rendering
the video feed from that classroom. Discussion mode may be
initiated by a student in a remote classroom wishing to
interact with students in another classroom for example, by
the act of the remote student pointing or using some other
physical gesture directed to a display device in that class-
room which is currently rendering the video feed of the
classroom of student with whom he wishes to interact.

In order for the system to automatically and seamlessly
switch between states or modes depending on the ever
changing interaction between teacher and students, capture
and display the correct video and audio feeds and display
them at the right location and time, a triggering mechanism
must be employed, and the triggers must be system-recog-
nizable. To achieve this end, the system of the invention
employs a gesture recognition mechanism whereby the
system locates the object (teacher or student) that is initiat-
ing the change of system state by physical gesture such as
finger pointing, hand pose, nodding of head, and so on. The
system then understands and classifies the gestures based on
a pre-determined set of gesture variables.

The gesture recognition mechanism is preceded by an
object tracking system which identifies the coordinates of
the classroom participants (see spherical coordinate system,
FIG. 3). Such an object tracking system is well known in the
art and the present invention utilizes a commercially avail-
able system and off-the-shelf (OTS) algorithm to achieve
this end. The gesture recognition mechanism is “trained” to
recognize a predetermined set of physical gestures which
may be used in a typical classroom setting. Such gestures
may include hand pose estimation, palm and finger tracking,
head pose estimation, arm waving, full body movement
(stepping forward), etc. The set of recognized gestures could
be expanded as required, and shall not be a limiting factor
in practicing the invention in its scope and spirit.

Each classroom of the MCP tele-immersive environment
of the invention, whether local or remote, has an object
tracking system and gesture recognition mechanism
employed therein. Camera feed switching occurs when for
instance when a physical gesture is recognized and esti-
mated by a set of gesture recognition systems. Based on the
gesture recognized, a trigger is generated and sent to the
dedicated server node connected to the high speed LAN of
the classroom. The server node identifies the interaction
state and computes the feed-to-display mapping based on the
ODV model. Appropriate feeds are routed to the correct
displays located in the appropriate classrooms through a
multicast network to optimize the performance.

In order to exemplify the invention in practice the fol-
lowing scenarios are described for the three different basic
states or modes of the system which are instruction mode,
interaction mode and discussion mode as previously noted.
In actual practice of the invention there may be more
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interaction scenarios or “sub” states which may exist in
different situations. However, the inventors have determined
that describing practice of the invention in at least the three
basic states according to the following scenarios will
adequately enable one of ordinary skill in the art. It is
important to note that the system can be in only one mode
or “state” at a time. For example, the system cannot be in an
interaction state wherein the local teacher is interacting with
one of the remote classrooms, and another remote classroom
is at the same time interacting with students in the local
classroom. In order for accurate and effective switching and
pairing of capture to display devices to occur, the system
state at any given time must be unique and specific. Which-
ever state the system is in at any one time, it is the aim of
the invention to provide an immersive experience for the
teacher as well as for the students of the classrooms whether
they are local or remote students. FIGS. 9, 10 and 11 as well
as the following device mapping tables will be referenced
alternatively as an aid in explanation.

Each of the classroom objects depicted in local class-
rooms 901, 1001 and 1101 have a corresponding object
vector (OV) associated with them. Whenever an object is
observing another object, the OV transforms itself into
another OV. Further, any object that is displayed on a 2D
display device has an object dependent vector (ODV) asso-
ciated with it. In order to achieve the purpose of causing
virtual objects displayed in 2D to behave as “real” 3D
objects, the system switches between various projections of
the virtual objects. The algorithm utilized by the system
calculates the ODV and observer vector (OV) angles to
arrive at the desired display outcome in an MCP environ-
ment. Based on the calculations the system algorithm deter-
mines which projection is to be displayed on which display
device (feed switching).

As an aid in describing scenarios of the system in the three
main states or modes, which are instruction, interaction and
discussion, device switching and mapping information for
the local and remote classrooms will be referenced, as
provided by the following set of tables, one table for each
classroom, which show the calculated values of the switch-
ing algorithm in a simplified MCP scenario. Each table
enlists the device mapping between the capture devices and
the rendering devices for its respective classroom. The
switching algorithm is primarily triggered by the changes in
the information source and information sink.

For example, when a primary information source such as
teacher 903 (LC-1-T-1) in local classroom 901 OF FIG. 9
directs information to the students (RC-1-S-x) of the first
remote classroom 1001 of FIG. 10, the algorithm calculates
the device mapping and determines which capture device in
the local classroom is to be mapped to which display device
in the remote classroom. The teacher will use some sort of
physical gesture such as described previously to indicate that
the information is to be directed to the remote classroom,
and the system will recognize the gesture and calculate and
employ the appropriate device feed switching.

FIG. 12 is a table illustrating device mapping for the local
tele-immersive environment of FIG. 9 according to an
embodiment of the invention. Table 1201 has a first and
second column which denotes the information source and
information sink respectively. In the top row and to the right
of the information source and sink, the display devices for
the local classroom are shown at the top of each column. For
each set of information source and sink, the classroom
display devices shown in the top row of the table will require
a specific feed from a specific classroom capture device.
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These specific feeds are shown in the remaining columns in
the spaces below each display device.

As can be seen in table 1201 referring to the information
source column, although a teacher (LC-1-T-1) is defined in
the system of the invention as a primary information source,
local students (LC-1-S-x) or remote students (RC-1-S-x)
may also be considered information sources. Students are
considered primary information sinks, but in some situations
(not shown in mapping tables) a teacher may also become an
information sink.

One example from table 1201 will now be explained in
order to exemplify the device mapping convention as it
relates to the local and remote classrooms of FIGS. 9, 10 and
11. Consider that the system is in the initial instruction mode
wherein the teacher is facing forward and lecturing but not
directing information to any one particular classroom. The
pairing of information source LC-1-T-1 (teacher 903, FIG.
9) and information sink LC-1-S-x (local students 935, FIG.
9) as shown in table 1201 will be used in this example. In
this scenario teacher 903 is at stand in front of the classroom
giving a lecture and local students 935 are seated in front of
the teacher, and the teacher and students are facing each
other in the center of the classroom. This is a natural setting
for the teacher and students because they are physically
located in the same classroom and view each other directly
in a face-to-face manner. The local students observe the
teacher facing them, and may also view a large display of the
teacher from whiteboard 905, FIG. 9 provided by the feed
from camera 929 (LC-1-VC-2), FIG. 9.

In this scenario the lecture being given is simultaneously
multicast to the remote classrooms 1001, 1101 of FIGS. 10
and 11. Since the observing participants include students
from the remote classrooms, it is desirable that the local
students have a sense of immersion such that the remote
students appear to be in the same local classroom. It is also
desirable that the remote students observing the lecture have
a sense of immersion such that not only the lecturing teacher
appears to be present in their remote classrooms, but the
observing students in the other classrooms appear to be
present as well. Further, it is desirable that the lecturing
teacher has a sense of immersion such that the students in the
remote classrooms appear to be in the local classroom
observing the lecture and gazing towards the teacher. To
paraphrase, the teacher wants to see all of the students, local
or remote, looking directly at her/him, the local students
want to see the remote students looking at the teacher who
is in the physical presence of the local students, and the
remote students want to see the teacher appear to be in their
classroom facing them and the students in the other class-
rooms appearing to be in their classroom as well looking at
the teacher. The invention provides such immersion provid-
ing all of the desired views to all of the participants of the
local and remote classrooms simultaneously and either abso-
lutely or virtually while the lecture is being given.

Now referring to table 1201 of FIG. 12, for the above
scenario the device pairing of information source LC-1-T-1
(teacher 903, FIG. 9) and information sink [.C-1-S-x (local
students 935, FIG. 9) will be referenced. As shown in the
table for this info source/info sink pairing, the display device
LC-1-VD-2 (915, FIG. 9) which is viewable by the local
students, renders the feed from capture device RC-1-VC-2
(1015, FIG. 10) which captures a view of the remote
students (RC-1-S-x) in remote classroom 1 at a 45 degree
angle. The result is a 2D display on LC-1-VD-2 (915, FIG.
9) viewable by the local students to their left side at a 45
degree angle, depicting the remote students from remote
classroom 1 appearing to be looking at the teacher in the
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local classroom, since the image of the remote classroom 1
students is captured in the remote classroom at a 45 degree
angle.

The local students are able to simultaneously view the
students (RC-2-S-x) of the remote classroom 2 appearing to
be looking at the teacher as well. For the same source/sink
pairing as is also shown in table 1201, display device
LC-1-VD-4 (917, FIG. 9) which is viewable by the local
students to their right at a 45 degree angle, renders the feed
from capture device RC-2-VC-4 (1117, FIG. 11) which also
captures a view of the remote students, but at an opposite 45
degree angle from that of RC-1-VC-2, remote classroom 1.
The result is a 2D display from LC-1-VD-4 viewable on the
right side at a 45 degree angle by the local students,
depicting the remote students from remote classroom 2 also
appearing to be looking at the teacher in the local classroom,
since the image of the remote students is captured in the
remote classroom 2 at a 45 degree angle.

For the teacher’s perspective, to achieve the immersive
experience during this instruction mode, the teacher would
like to see the students of the remote classrooms appearing
to be looking at her/him during the lecture. Referring again
to table 1201 and the same source/sink pairing described
above, display device LC-1-VD-1 (911, FIG. 9) is the device
viewable by teacher 903 at an angle to the teacher’s right
side. According to table 1201 display L.C-1-VD-1 requires
the feed from RC-1-VC-4 inv*. As shown in the footer of
table 1201, inv*=lateral projection. Therefore, the display
from the RC-1-VC-4 (1017, FIG. 10) device is flipped
horizontally. The result in this mode is a 2D display from
LC-1-VD1 viewable by the teacher at an angle to the
teacher’s right side, depicting the remote students from
remote classroom 1 appearing to be looking at the teacher,
since the image of the remote students is captured in the
remote classroom 1 at a 45 degree angle. As mentioned the
display is automatically flipped horizontally to give the
proper perspective to the local teacher.

Display device LC-1-VD-3 (913, FIG. 9) is the device
viewable by teacher 903 at an angle to the teacher’s left side.
According to table 1201 display L.C-1-VD-3 requires the
feed from RC-2-VC-2 inv*. The display for LC-1-VD-3
from capture device RC-2-VC-2 (1017, FIG. 10) device is
also flipped horizontally. The result in this pairing mode is
a 2D display from L.C-1-VD-3 viewable by the teacher at an
angle to the teacher’s left side, depicting the remote students
from remote classroom 2 appearing to be looking at the
teacher, since the image of the remote students is captured
in the remote classroom 2 at a 45 degree angle, and the
display for LC-1-VD-3 is automatically flipped horizontally
to give the proper perspective to the local teacher.

FIG. 13 is a table illustrating device mapping for the first
remote tele-immersive environment of FIG. 10, or remote
classroom 1 according to an embodiment of the invention.
The scenario and device mapping previously described in
the examples for table 1201 are for when the system is in
instruction mode where the teacher is at stand in the local
classroom lecturing while not directing information to any
classroom in particular. The same is true in the following
example for remote classroom 1 device mapping.

An example of the invention in practice according to
device mapping as shown in table 1301 will exemplify the
device mapping convention as it relates to remote classroom
1 of FIG. 10. Teacher 903 has a view to the right at an angle
of display 911 which provides a display of the students of
remote classroom 1 as provided by a device of the camera
array directed at the students of that classroom. Teacher 903
also has a view to the left at an angle of display 913 which
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provides a display of the students of remote classroom 2 as
provided by a device of the camera array directed at the
students of that classroom.

The pairing shown in table 1301 of information source
LC-1-T-1 (local teacher) and information sink RC-2-S-x
(remote students 1123, FIG. 11) will be used in this example
for the device mapping of classroom 1. When the system is
in the initial starting state or instruction mode, teacher 903
(FIG. 9) is at stand in front of the local classroom and local
students 935 (FIG. 9) are seated in front of the teacher, and
the teacher and local students are facing each other in the
center of the classroom. The local students observe the
teacher facing them in a natural setting, and may also view
a large display of the teacher from whiteboard 905, FIG. 9
provided by the feed from camera 929 (LC-1-VC-2), FIG. 9.

The scenario is simultaneously multicast to the remote
classrooms 1001, 1101 of FIGS. 10 and 11 respectively.
Since the observing participants include students from the
remote classrooms, it is desirable that the local students have
a sense of immersion such that all of the remote students
appear to be in the same classroom. For the remote students
observing the interaction it is also desirable that they have a
sense of immersion such that not only the local teacher
appears to be present in their remote classrooms, but the
observing students in the other classrooms appear to be
present in their particular classroom as well. Further, it is
desirable that the local teacher has a sense of immersion
such that the students in the remote classrooms appear to be
in the local classroom observing and “looking” at the
teacher.

Now referring to table 1301 of FIG. 13 showing device
mapping for remote classroom 1, the device pairing of
information source LC-1-T-1 (teacher 903, FIG. 9) and
information sink RC-2-S-x (remote classroom 2 students
1023, FIG. 10) will be referenced. As shown in the table for
this info source/info sink pairing, the display device WB
(1005, FIG. 10) which is viewable by the students of remote
classroom 1 while facing forward, renders the feed from
capture device LC-1-VC-2 (919, FIG. 9) which captures a
view of the local teacher facing forward. The resulting 2D
display of WB 1005 displays the local teacher as if the
teacher was at stand in front of remote classroom 1 facing
the remote classroom 1 students.

Remote classroom 1 (1001, FIG. 10) has two additional
display devices RC-1-VD-1 (1009) and RC-1-VD-2 (1011)
which further afford the students of that classroom with the
tele-immersive viewing experience by displaying the stu-
dent participants in the local classroom and remote class-
room 2 respectively, as if they were present in remote
classroom 1. In table 1301 and the info source/sink pairing
in this example, display device RC-1-VD-1 which is view-
able at an angle to the left by remote classroom 1 students
1023 and designated for displaying students from the local
classroom, renders a 2D display of the feed from capture
device LC-1-VC-8 (933, FIG. 9). Since LC-1-VC-8 captures
a view of the local students facing forward from their right
side at a 90 degree angle, display device RC-1-VD-1 as
mapped to capture device LC-1-VC-8 depicts the local
students appearing to be looking at the teacher as displayed
in remote classroom 1 on WB 1005.

Now referring to remote classroom 1 display device
RC-1-VD-2 which is viewable by remote classroom 1
students 1023 at an angle to their right side while facing
forward, and designated for displaying students from remote
classroom 2. According to the info source/sink pairing
example in table 1301 FIG. 13, RC-1-VD-2 renders a 2D
display of the feed from remote classroom 2 capture device
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RC-2-VC-1 (1119, FIG. 11). Since RC-2-VC-1 captures a
view of the remote classroom 2 students facing forward
from their left side at a 90 degree angle, display device
RC-1-VD-2 as mapped to capture device RC-2-VC-1
depicts the remote classroom 2 students appearing to be
looking at the teacher since the teacher displayed in remote
classroom 1 on WB 1005 in front of the classroom.

In this scenario in remote classroom 1, the classroom 1
students are provided the sense of immersion by viewing to
the left the students of the local classroom as if they were in
the same room looking at the teacher in front (WB 1005
display), viewing to the right the students of remote class-
room 2 as if they were in the same room looking at the
teacher in front (WB 1005 display), and a view of the teacher
displayed by WB 1005 as if at stand in front of remote
classroom 1.

FIG. 14 is a table illustrating device mapping for the
second remote tele-immersive environment of FIG. 11
according to an embodiment of the invention. The scenario
and device mapping previously described in the examples
for tables 1201 and 1301 are for when the system is in
instruction mode where the teacher is at stand in the local
classroom lecturing while not directing information to any
classroom in particular. The same is true in the following
example for remote classroom 2 device mapping.

An example of the invention in practice according to
device mapping as shown in table 1401 will exemplify the
device mapping convention as it relates to remote classroom
2 of FIG. 11. Teacher 903 has a view to the right at an angle
of display 911 which provides a display of the students of
remote classroom 1 as provided by a device of the camera
array directed at the students of that classroom. Teacher 903
also has a view to the left at an angle of display 913 which
provides a display of the students of remote classroom 2 as
provided by a device of the camera array directed at the
students of that classroom.

The pairing shown in table 1401 of information source
LC-1-T-1 (local teacher) and information sink RC-1-S-x
(remote students 1023, FIG. 11) will be used in this example
for the device mapping for classroom 2. When the system is
in the initial starting state or instruction mode, teacher 903
(FIG. 9) is at stand in front of the local classroom and local
students 935 (FIG. 9) are seated in front of the teacher, and
the teacher and local students are facing each other in the
center of the classroom. The local students observe the
teacher facing them in a natural setting, and may also view
a large display of the teacher from whiteboard 905, FIG. 9
provided by the feed from camera 929 (LC-1-VC-2), FIG. 9.

Now referring to table 1401 of FIG. 14 showing device
mapping for remote classroom 2, the device pairing of
information source LC-1-T-1 (teacher 903, FIG. 9) and
information sink RC-1-S-x (remote classroom 1 students
1023, FIG. 10) will be referenced. As shown in the table for
this info source/info sink pairing, the display device WB
(1105, FIG. 11) which is viewable by the students of remote
classroom 2 while facing forward, renders the feed from
capture device LC-1-VC-2 (919, FIG. 9) which captures a
view of the local teacher facing forward. The resulting 2D
display of WB 1105 displays the local teacher as if the
teacher was at stand in front of remote classroom 2 facing
the remote classroom 2 students.

Remote classroom 2 (1101, FIG. 11) has two additional
display devices RC-2-VD-1 (1109) and RC-2-VD-2 (1111)
which further afford the students of that classroom with the
tele-immersive experience by displaying the student partici-
pants in the remote classroom 2 and local classroom respec-
tively. In table 1401 and the info source/sink pairing in this
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example, display device RC-2-VD-1 which is viewable at an
angle to the left by remote classroom 2 students 1123 and
currently designated for displaying students from the other
remote classroom (1), renders a 2D display of the feed from
capture device RC-1-VC-5 (1021, FIG. 10). Since RC-1-
VC-5 captures a view of the remote classroom 1 students
facing forward from their right side at a 90 degree angle,
display device RC-2-VD-1 as mapped to capture device
RC-1-VC-5 depicts the remote classroom 1 students appear-
ing to be looking at the teacher as displayed in remote
classroom 2 on WB 1105.

Now referring to remote classroom 2 display device
RC-2-VD-2 which is viewable by remote classroom 2
students 1123 at an angle to their right side while facing
forward, and currently designated for displaying students
from the local classroom. According to the info source/sink
pairing example in table 1401 FIG. 14, RC-2-VD-2 renders
a 2D display of the feed from local classroom capture device
LC-1-VC-4 (931, FIG. 9). Since LC-1-VC-4 captures a view
of the local classroom students facing forward from their
right side at a 90 degree angle, display device RC-2-VD-2
as mapped to capture device Since LC-1-VC-4 depicts the
local classroom students appearing to be looking at the
teacher as displayed in remote classroom 2 on WB 1105.

In this scenario in remote classroom 2, the classroom 2
students are provided the sense of immersion by viewing to
the left the students of remote classroom 2 as if they were in
the same room looking at the teacher in front (WB 1105
display), viewing to the right the students of the local
classroom as if they were in the same room looking at the
teacher in front (WB 1105 display), and a view of the teacher
displayed by WB 1105 as at stand in front of the remote
classroom 2.

The above use-case scenarios and device mapping
examples from tables 1201, 1301 and 1401 have been
demonstrated for when the system is in instruction mode
wherein the local teacher is at stand in the front of a local
classroom giving a lecture for example, and not directing
information to any particular student group whether local or
remote. The tele-immersive fashion in which the teacher and
students perceive each other in each classroom has been
exemplified for this system state. However, in the following
scenario example the system state will transition from
instruction mode to interaction mode, and an example of the
system gesture recognition, feed switching; device mapping
and tele-immersive perception of the local teacher and local
and remote students will be exemplified.

Consider now that the system is in the initial instruction
mode or “starting state” wherein the teacher (teacher 903,
FIG. 9) is at stand in front of the local classroom interacting
with students and is not directing information to any par-
ticular classroom. This is the beginning state of the system
which may be initiated by the teacher entering the local
classroom wherein the local students are present and begin-
ning a lecture, or by some other automated or manual means.
Consider also that all of the capture and display/render
devices of the local classroom and both remote classrooms
are in operation, and the local lecture is being multicast to
the remote classrooms. That is, all of the participants in the
multipoint classroom participation (MCP) environment,
whether local or remote, perceive each other visually and
audibly either virtually or absolutely.

Now in the following example, the system will switch
from instruction mode to interaction mode. Such system
mode switching is termed “state transition”. During the
lecture when the system is in instruction mode, in response
to a physical gesture such as a student in remote classroom
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2 raising a hand to ask a question, the local teacher has
indicated by gesturing in some manner such as hand posing
for example, that the direction of information will be to
remote classroom 2 to begin interaction. In this case the
teacher has gestured and turned toward display device
LC-1-VD-1 (913, FIG. 1) which is currently displaying the
students of remote classroom 2 viewable to the teacher. The
system knows the physical location of the teacher within the
local classroom via the coordinate system (301, FIG. 3) and
the gesture recognition system executed by the dedicated
server of the local classroom has recognized the teacher’s
gesture direction to display 913, and the gesture automati-
cally triggers the system to switch from instruction mode to
interaction mode. In this “state transition” the system algo-
rithm then causes the appropriate device switching and
mapping to occur as follows.

Referring to local classroom 901, FIG. 9, consider that the
system has switched from the instruction state to interaction
state, and in response to the remote classroom 2 student
gesture, the local teacher is directing information to the
students of remote classroom 2 and facing display LC-1-
VD-3 which displays remote classroom 2 students viewable
by the teacher. The information source and sink pairing for
remote classroom 2 is then LC-1-T-1 (local teacher) and
RC-2-S-x (remote classroom 2 students). By facing display
LC-1-VD-3 the teacher is also facing capture device L.C-1-
VC-3 at the angle indicated. Capture device LC-1-VC-3
then captures local teacher 903 facing the device, and the
camera feed is then displayed on WB 1105 in classroom 2
as a 2D display of the teacher facing the classroom 2
students.

The perspective of the classroom 2 students as it pertains
to the students of remote classroom 1 and those of the local
classroom is then tele-immersive as remote classroom 2
display device RC-2-VD-1 is now mapped to remote class-
room 1 capture device RC-1-VC-4, and remote classroom 2
display device RC-2-VD-2 is now mapped to local class-
room capture device LC-1-VC-7. The resulting tele-immer-
sive perspective for classroom 2 students is provided by a
2D display on RC-2-VD-1 of the students of remote class-
room 1 appearing to have gaze directed to WB 1105 which
is displaying teacher 903, and a 2D display on RC-2-VD-2
of the local students also appearing to have gaze directed to
WB 1105.

The tele-immersive perception of the remote classroom 1
students during this interaction between teacher 903 and the
students of remote classroom 2, is as previously described in
reference to device mapping table 1301 for remote class-
room 1, wherein display device RC-1-VD-1 which is view-
able at an angle to the left by remote classroom 1 students
1023 and currently designated for displaying students from
the local classroom, renders a 2D display of the feed from
capture device LC-1-VC-8 (933, FIG. 9). Since LC-1-VC-8
captures a view of the local students facing forward from
their right side at a 90 degree angle, display device RC-1-
VD-1 as mapped to capture device LC-1-VC-8 depicts the
local students appearing to be looking at the teacher as
displayed in remote classroom 1 on WB 1005. At the same
time, display device RC-1-VD-2 which is viewable at an
angle to the right by remote classroom 1 students 1023 and
currently designated for displaying students from remote
classroom 2, renders a 2D display of the feed from capture
device RC-2-VC-1 (1119, FIG. 11). RC-2-VC-1 captures a
view of the local students facing forward from their left side
at a 90 degree angle, display device RC-1-VD-2 as mapped
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to capture device RC-2-VC-1 depicts the local students
appearing to be looking at the teacher as displayed in remote
classroom 1 on WB 1005.

The tele-immersive perception of the teacher in the local
classroom during this teacher/student interaction with class-
room 2 is provided by display devices LC-1-VD-1 currently
displaying the students of remote classroom 1, and L.C-1-
VD-3 currently displaying the students of remote classroom
2, both devices viewable by the teacher at an angle to the
right and left respectively. Local display device LC-1-VD-1
is mapped to remote classroom 1 capture device RC-1-VC-3
which captures the remote 1 students facing forward, result-
ing in a 2D display on LC-1-VD-1 of the remote 1 students
appearing to be looking at the teacher. Local display device
LC-1-VD-3 is mapped to remote classroom 2 capture device
RC-2-VC-3 which captures the remote 2 students facing
forward, resulting in a 2D display on LC-1-VD-3 of the
remote 2 students appearing to be looking at the teacher.

As mentioned previously there are three basic states or
“modes” in the system, those being instruction mode, inter-
action mode and discussion mode. Instruction mode is when
the teacher object takes the role of primary information
source and the student objects take the role of information
sink. In instruction mode the teacher is lecturing generally in
a local classroom, students are in the local classroom and the
teacher is not interacting with any classroom of students
specifically. The local classroom teacher and students in this
mode face each other in a generally natural setting, and the
students therefore see the teacher directly. It is important to
note that the system is assumed to be in the instruction mode
at the start of the class, and the beginning of the class lecture
is the initiation of the instruction mode or state.

Interaction mode is when the teacher object directs infor-
mation to a particular student object or set of same i.e., the
teacher is interacting with a specific student or classroom of
students. The Interaction mode is initiated for example,
when the teacher wishes to interact with a specific classroom
and invokes a physical gesture such as finger pointing, arm
waving or some other similar physical gesture. The system
recognizes this gesture from a pre-determined list of trig-
gering gestures, and switches to the interaction state based
on the gesture and direction thereof.

Examples have been previously demonstrated with refer-
ence to capture/render device mapping for the local and
remote classrooms according to the device mapping tables
as shown in FIGS. 12, 13 and 14 wherein the system is in
instruction and interaction mode. Discussion mode is when
the teacher object and student objects may take the role of
both information source and information sink. For example,
in discussion mode the local teacher and students from any
of the classrooms local or remote, are enabled to interact
with one another, either teacher/student or student/student.
In this mode, the teacher may initiate interaction with any
local or remote students, any student may initiate interaction
with teacher and students may initiate interaction with other
students whether locally or remotely. Such interaction ini-
tiation may include physical gestures by teacher or student
such as pointing or some other physical gesture which
triggers the system to enter the discussion state. The fol-
lowing use case scenario example is demonstrated for when
the system is in discussion mode, wherein the students from
remote classrooms are interacting with each other.

Consider now that the system is in the initial instruction
mode or “starting state” wherein the teacher is at stand in
front of the local classroom interacting with students and is
not directing information to any particular classroom. This is
the beginning state of the system which may be initiated by
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the teacher entering the local classroom wherein the local
students are present and beginning a lecture, or by some
other automated or manual means. Consider also that all of
the capture and display/render devices of the local classroom
and both remote classrooms are in operation, and the local
lecture is being multicast to the remote classrooms. That is,
all of the participants in the multipoint classroom participa-
tion (MCP) environment, whether local or remote, perceive
each other visually and audibly either virtually or absolutely.

Now in the following example, the system will perform a
state transition switching from instruction mode to discus-
sion mode. In this use case scenario, during the lecture when
the system is in either instruction or interaction mode, in
response to a physical or audio gesture such as a student in
remote classroom 2 raising a hand to ask a question, a
student in remote classroom 1 indicates by gesturing in some
manner such as hand posing for example, that the remote
classroom 1 student wishes to direct information to the
student(s) of remote classroom 2 to begin discussion. In this
case the remote 1 student has gestured and turned toward
display device RC-1-VD-2 (1011, FIG. 10) which is cur-
rently displaying the students of remote classroom 2 view-
able to the remote classroom 1 students at an angle to their
right. The system knows the physical location of the remote
classroom 1 students within the classroom via the coordinate
system (301, FIG. 3) and the gesture recognition system
executed by the dedicated server of the remote classroom 1
has recognized the remote classroom 1 student’s gesture
direction to display 1011, and the gesture automatically
triggers the system to switch from instruction mode to
discussion mode. In this “state transition” the system algo-
rithm then causes the appropriate device switching and
mapping to occur according to table 1401, FIG. 14 as
follows, wherein the information source is RC-1-S-x (re-
mote classroom 1 students) and the information sink is
RC-2-S-x (remote classroom 2 students).

Referring to remote classroom 2 (1101, FIG. 11), consider
that the system is now in discussion mode, and in response
to the remote classroom 2 student gesture, a remote class-
room 1 student is directing information to the students of
remote classroom 2 and facing display RC-1-VD-2 which
displays remote classroom 2 students viewable by the
remote classroom 1 students to the right. By facing display
RC-1-VD-2 the remote 1 student is also facing capture
device RC-1-VC-4 (1017) at the angle indicated. Capture
device RC-1-VC-4 then captures an image of the remote 1
student facing the device, and the camera feed is displayed
on RC-2-VD-1 in classroom 2 as a 2D display of the remote
classroom 1 student appearing to be facing the classroom 2
students.

In this use case scenario of the system in discussion mode,
the perspective of the remote classroom 2 students as it
pertains to the students of remote classroom 1 and those of
the local classroom is then tele-immersive being that remote
classroom 2 display device RC-2-VD-1 is now mapped to
remote classroom 1 capture device RC-1-VC-4, and remote
classroom 2 display device RC-2-VD-2 is now mapped to
local classroom capture device LC-1-VC-4. The resulting
tele-immersive perspective for classroom 2 students is pro-
vided by a 2D display on RC-2-VD-1 of the students of
remote classroom 1 appearing to have gaze directed to the
remote classroom 2 students as captured by RC-1-VC-4, and
a 2D display on RC-2-VD-2 of the local students appearing
to have gaze directed towards the students of remote class-
room 1 as displayed on device RC-2-VD-1 and captured by
device LC-1-VC-4 in the local classroom.
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The tele-immersive perception of the remote classroom 1
students during this discussion wherein information is being
directed from the students of remote classroom 1 to those of
remote classroom 2, is that RC-1-VD-1 (FIG. 10) which is
viewable at an angle to the left by remote classroom 1
students 1023 and currently designated for displaying stu-
dents from the local classroom, renders a 2D display of the
feed from capture device LC-1-VC-5 (925, FIG. 9). Since
LC-1-VC-5 captures a view of the local students whose gaze
is directed towards L.C-1-VD-2 while viewing the remote
classroom 1 students, the appearance is that the gaze of the
local students is directed towards the remote classroom 1
students as displayed by RC-1-VD-1. At the same time,
display device RC-1-VD-2 which is viewable at an angle to
the right by remote classroom 1 students 1023 and currently
designated for displaying students from remote classroom 2,
renders a 2D display of the feed from capture device
RC-2-VC-2 (1115, FIG. 11). Since RC-2-VC-2 captures a
view of the remote classroom 2 students whose gaze is
directed towards RC-2-VD-1 while viewing the remote
classroom 1 students, the appearance is that the gaze of the
remote classroom 2 students is directed towards the remote
classroom 1 students as displayed by RC-1-VD-2.

Referring to local classroom 901, FIG. 9, the tele-immer-
sive perception of the teacher in the local classroom during
this student/student discussion between remote classrooms 1
and 2 is provided by LC-1-VD-1 viewable to the teacher’s
right for displaying the students of remote classroom 1, and
LC-1-VD-3 viewable to the teacher’s left for displaying the
students of remote classroom 2. LC-1-VD-1 renders the
remote classroom 1 feed from capture device RC-1-VC-3,
and displays the remote classroom 1 students appearing to
be facing the remote classroom 2 students as displayed on
LC-1-VD-3, since RC-1-VC-3 captures the students gazing
towards RC-1-VD-2 which displays the remote classroom 2
students. LC-1-VD-2 renders the remote classroom 2 feed
from capture device RC-2-VC-3, and displays the remote
classroom 2 students appearing to be facing the remote
classroom 1 students as displayed on LC-1-VD-1, since
RC-2-VC-3 captures the students gazing towards RC-2-
VD-1 which displays the remote classroom 1 students.

It is mentioned again that an important purpose of the
MCP system in embodiments described is to provide a
realistic interaction between a teacher and students in a local
classroom, and between the teacher and students in one or
more remote classrooms, and between students in the local
classroom and the remote classrooms, as much as possible
as though the teacher and all of the students are actually in
the same classroom. This is accomplished, as described in
enabling detail above, by a multiplicity of video cameras
(VC) providing to a central system a multiplicity of video
feeds of each of the objects in the system, teacher, students,
etc., and a multiplicity of video displays. Camera feeds are
switched to displays optimally so that the teacher and the
students may participate and may follow visually and audi-
bly the activity of other students, the teacher, and other
information sources in the system. The switching is accom-
plished by gestures and manual switching as described in
enabling detail above, and shown in a variety of states in
tables of FIGS. 12 through 14.

Referring now to FIG. 9, which show the local classroom
and placement of VCs, VDs teacher, and students, it is noted
that the VDs are placed so the teacher faces the local
students straight on, and may interact directly with students
in one remote classroom by turning 45 degrees to one side,
viewing the remote student or students by VC 1 and VD 1.
VC 1 capturing the teacher straight on, and VD 1 allowing
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the teacher to see with the students in the remote classroom
also straight on. The teacher may interact with a second
remote classroom by turning to the opposite side, toward VD
3.

In this interactive mode local students can see which way
the teacher has turned and gestured, and will know that they
may then watch and listen to the same remote student by
turning their heads to watch VD 2. This system and arrange-
ment works quite nicely for one local and two remote
classrooms. The inventors have arranged and tested a local
classroom environment with four remote classrooms, which
requires two VDs side by side at each of the locations of
VDs in the local classroom shown in FIG. 9, for a total of
eight VDs, two to the right of the teacher at about 45
degrees, two to the left of the teacher at about 45 degrees,
two to the right of the local students at about 45 degrees, and
two to the left of the local students at about 45 degrees. One
VC is still sufficient at the angle of the VDs, rather than one
per display.

The inventors discovered, however, that as the number of
remote classrooms increases, there need to be more VCs to
provide feeds at proper angles, and a new problem arises,
which presents a difficulty particularly for local students in
following the activity of the teacher and the remote students.

FIG. 15 is a diagram illustrating a local classroom in a
system having forty remote classrooms. The teacher 1501
and the local students are shown in their usual positions. A
total of forty VDs are shown arranged for viewing by the
teacher, twenty to each side, with individual VDs arranged
side by side and labeled for dedication to each one of the
forty remote classrooms, as SRC-1 through SRC-40, for
Student at RC 1 through Student at RC 40. Forty more VDs
are shown similarly arrayed to each side for viewing by the
local students. In the video switching scheme, as will be
apparent from description above, SRC-23, for example for
the teacher and the local students, will display the same
video feed.

Arrow 1503 shows the direction of attention of the teacher
to interact with a student at remote classroom 40. Given this
direction of attention for the teacher, the local students,
watching the teacher will naturally look to where the teacher
is looking, but unfortunately that action will suggest to them
that they should be watching the VD for SRC-21. This is a
serious anomaly in keeping the geometry of the system
consistent as the number of remote classrooms increases.

The geometric arrangement, which works well for a few
remote classrooms, and allows local students to follow the
gaze and direction of the teacher quite nicely, is based on
early experience and assumption that both the location and
orientation of a display affects the gaze direction, and
therefore the displays needed to be as much as possible at 90
degrees to observers, hence the placement of displays side
by side on the approximately 45 degree lines. The anomaly
discovered as described above for an increasing number of
remote classrooms motivated further study, which reveals
the location indeed affects gaze direction, but orientation
does not. That is, the viewer will make the same judgments
and receive the correct visual input whether the VD is at 90
degrees to the viewer’s gaze direction, or at an angle, even
a rather steep angle.

The inventors have now made a new arrangement for VDs
for larger numbers of remote classrooms, and for consis-
tency and standardization of hardware and fixtures, for
example, have settled on this new arrangement, which is
illustrated nicely in FIG. 16.

In FIG. 16 the position of the teacher and the local
students remains the same, and the number and positions of
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the cameras (C) and their orientation stays the same as in
FIG. 9. The video displays (VD) however, are arranged on
each side ofthe local classroom along a horizontal line, with
one half on each side. One VD for each remote classroom is
provided along this horizontal line with the display facing
the teacher. One VD for each local classroom is also
arranged along this horizontal line with the displays facing
the local students. The result is a back-to-back display for
each of the remote classrooms, one facing the teacher and
one facing the local students. Now, when the teacher ges-
tures toward a display for a remote classroom, as shown by
an arrow from the teacher in FIG. 16, the local students,
following the teacher’s direction easily focus on the correct
display to view the remote students that the teacher is
addressing.

In aspects and embodiments of the invention video cam-
era placement and orientation, and pairing of camera feeds
with specific ones of displays is important to provide a
satisfactory experience for students and teacher in local and
remote classrooms. The number of cameras, their placement
and orientation, and mapping of camera feeds to displays
may vary widely in different embodiments of the invention.

FIG. 17 illustrates a camera placement and orientation in
a local classroom, much as shown in FIG. 9 for a local
classroom in a system of the invention, the system provided
for one or no more than just a few remote classrooms. In
FIG. 17 display are not shown to be able to clearly illustrate
certain features of the invention.

In FIG. 17, for a local classroom, video cameras C1
through CS5 are placed and oriented to capture video images
of a teacher 1701 from different viewpoints. Cameras C1
and C5 capture images from opposite side views, cameras
C2 and C4 from forty-five-degree orientation, and camera
C3 straight on toward the teacher, full frontal. Cameras C6
through C10 similarly capture video images of local students
1702. For just a few classrooms and correspondingly few
displays (not shown), these cameras and placement are
sufficient.

FIG. 18 is a plan view of a remote classroom in the system
having a local classroom according to FIG. 17. In the remote
classroom the placement and orientation of cameras C11
through C15 capture images of remote students 1801 from
five different viewpoints. There is no teacher in the remote
classroom, but a display showing the teacher in the local
classroom, so no cameras are necessary to capture images
for a teacher in a remote classroom. Displays in the remote
classroom are placed for the remote students to be able to
view the teacher and local students, as much as possible as
though those persons were in the remote classroom. It
should be apparent that there may be more than one remote
classroom.

In the following three figures and accompanying descrip-
tion an explanation is provided for one way in which video
feeds may be mapped to appropriate displays, in general.

Consider FIGS. 19, 20 and 21. In FIG. 19, depicting a first
remote classroom 1, Student S1 is talking to student S3 in
another remote classroom 3, depicted in FIG. 21. Student S2
in local classroom 2 is viewing speaker student S1 on
display D S1, devoted to that student. How is the correct
camera feed for display D S1 to be determined?

Remember that in the view of student S1 in classroom 1,
student S3 is actually display D S3, and Student S2 is
actually display D S2. The gaze directions for each student
in his or her classroom for each other student in a different
classroom will be toward the display dedicated to each
student. Accordingly, the gaze direction for student S1 in
classroom 1, speaking to student S3 in classroom 3, is shown
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by arrow 1902, at angle ¢ toward D S3. In classroom 2 (FIG.
20), student S2 is watching student S1 (D S1), who is
watching student S3. S2 gaze direction is arrow 2002. The
gaze direction for student S3 is arrow 2101 in FIG. 21.

In classroom 2 student S2 should feel that student S1 on
display D S1 should look at display D S3 as S1 is talking to
S3. This is shown by arrow 2003. The angle made by student
S2’s gaze vector and the 2003 is ¢. So the task is to find the
camera that makes angle ¢ with student S1’s gaze direction
in classroom 1, FIG. 19. The camera is camera 5. S this is
the camera whose video feed is mapped to D S1. As number
of cameras, placement, orientation and display placement
and orientation is all known in the system, and may be
recorded as data accessible to servers in the system, algo-
rithms may be developed to map the correct feeds to displays
depending on communication states, that is, who is inter-
acting with whom in the system, which may be switched by
gesture or other input.

In yet another embodiment of the invention an arrange-
ment of video cameras and displays is provided that pro-
vides more of a three-dimensional effect for viewers of the
displays. This is accomplished partly by placement of cam-
eras to capture more nuanced viewpoints of the teacher and
the students in the local and remote classrooms, and partly
by number and placement of displays, providing more
nuanced views of the teacher and students.

Referring once again to FIG. 16, it is noted that displays
for the teacher to view, and displays for the students to view,
may be placed back-to-back along a line at right angles to
the direct line between students and either the teacher in the
local classroom, or the teacher display in the remote class-
rooms. As has been explained, there are, up to this point, two
displays in each classroom dedicated to each student. That is
a student S3 in a remote classroom 3 will have two dedicated
displays in the local classroom, one for the teacher to view,
facing toward the teacher, away from the local students, and
one for the local students to view, facing toward the local
students and away from the teacher, and these two dedicated
displays will be back to back, so the gaze angle toward an
appropriate display will be essentially the same for the
teacher and the student.

In another embodiment of the invention there may be
more than one display facing toward the students, dedicated
to a single other student interacting in a remote classroom
from the classroom supporting the display array. FIG. 22
shows a straight on view from the position of local students
in a local classroom, looking toward the teacher. There are
displays in this example dedicated to ten (10) remote stu-
dents, considered as S1 through S10. Displays are arranged
along a line orthogonal to the direct line between the teacher
and the local students, as shown in FIG. 16, and described
above with reference to that figure.

A significant difference in FIG. 22 is that there are now
three displays facing the local students, dedicated to each of
the ten remote students, for a grand total of thirty displays.
Note that a three display set, D S1, is dedicated to student
S1, and the displays are arranged vertically, one above
another as D S1_1, D S1_2, D S1_3. It should be remem-
bered that there is also a three-display set immediately
behind set D S1, facing the instructor, with back-to-back
displays mapped to the same feed for the same remote
student. So there will really be a total of sixty displays for
this circumstance in the local classroom. The fact of multiple
displays in the classroom dedicated to each remote student
enables display of each remote student from different view-
points, and in enhanced detail.
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To have sufficient video feeds from a plurality of view-
points for each remote student will of course require a
greater number of video cameras, and a more sophisticated
placement and orientation area of the cameras. FIG. 23
illustrates a matrix for camera placement. In this example
cameras are placed as though on an inner hemispherical
surface, centered on a subject for which video feeds are
desired. The subject in this example is a student S (n). Small
circles represent cameras. There are 19 cameras in this
example, but the number could be smaller, or very much
larger. Hemisphere arrangement may be provided for a
teacher, and for any student or collection of students. The
hemispherical arrangement provides even more nuanced
associated of feeds with displays. Again, the feeds may be
mapped to displays as arranged, for example, in FIG. 22, and
mapping will generally be by considering gaze direction
according to states of the participants in the system.

As heretofore described the system of the invention
automatically performs state switching based on recognition
of physical and/or audio gestures of the MCP participants,
whether local or remote, and switches, pairs and maps
capture and display devices accordingly to provide the
appropriate view and audio perception to the MCP partici-
pants. However, it should be noted that in some situations
the teacher, being the facilitator and the primary information
source of the multiple engagements, which may exist in
practice of the invention, as deemed necessary, may manu-
ally override the various automatic system switching that
may occur. For example, if a student gesture from one
classroom occurs simultaneously to that of a student in
another classroom, the teacher may either accept or override
the automatic system selection of feed switching by any
variety of wired or wireless means, such that the teacher’s
desired engagement may be realized by the system.

The MCP system architecture and specific classroom
designs described and illustrated heretofore represent pre-
ferred embodiments which enable practice of the invention
based on empirical experimentation. However, the invention
shall not be limited to the specific examples of the disclosure
described thus far. There may be more or less remote
classrooms in the MCP environment which would in turn
necessitate more or less capture and display devices
arranged in different patterns and angles. Further, remote
classrooms in practice of the invention may include such
environments as a remote location having a single remote
participant with a video/audio capture device and one or
more display devices.

Augmenting user Perspective with Three-Dimensional
Reconstruction

FIG. 24 is a block diagram of a communications network
2400 hosting a network-based videoconferencing system
which may be used to implement local and remote e-learn-
ing environments according to another embodiment of the
invention. Network 2400 includes a wide area network
(WAN) 2404. WAN 2404 may be an Internet network, a
corporate WAN public or private, a municipal area network
(MAN), or another data network backbone without depart-
ing from the spirit and scope of the invention.

Network 2404 is further exemplified by a network back-
bone 2420. Network backbone 2420 may represent all the
lines, equipment, and access points that make up the Internet
network. WAN 2404 may be referred to hereinafter as the
Internet in a preferred example, because of its reach and
public access characteristic. Backbone 2420 supports an
Internet server 2416 hosting a software (SW) application
2418. Backbone 2404 supports a session controller 2417
hosting a SW application 2419. A service provider may own
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and maintain server 2416 and session controller 2417 or may
lease such services on the Internet such as cloud services for
example.

The equipment and SW depicted on Internet 2404 repre-
sent a video conferencing session controller and server that
brokers live streaming between a local classroom 2401 and
one or more remote class rooms such as a remote classroom
2402 and a remote classroom 2403 in practice of network-
based remote learning. Server 2416 may include a website,
a client registry, client information, and a scheduling mecha-
nism for scheduling e-learning sessions that may source
from any of the classrooms. Session controller 2417 running
SW 2419 determines what to stream to classroom networks
from a stream incoming from a local “source” network such
as local network 2401.

Local network 2401 may include a local area network
(LAN) backbone 2415, which may be an Ethernet network,
a WiFi network, or another local area network that has
access to Internet network 2404. Internet access from local
network 2401 to Internet network 2404 involves a router
2411 connected to LAN backbone 2415 and an Internet
access line or cable that connects to an edge router 2421
connected to Internet backbone 2420. LAN 2415 may gain
access to Internet 2404 and server 2416 through a wired or
wireless access network such as a cellular data network, a
WiFi network, or through a direct cable connection.

Classroom 2401 includes local students (L.S) 2410. Local
students 2410 are arranged in a relatively fixed seating
arrangement in this example. The arrangement in a right-
angled linear array of students 2410 positioned to be able to
see and interact with a local teacher 2409. In this imple-
mentation, students 2410, including teacher 2409, each are
equipped with a Google Glass device, or other three-dimen-
sional augmented reality (AR) glass or headset system,
connected to LAN backbone 2415 and to local session
controller 2407 hosting a local SW 2408 and to server 2405
hosting SW 2406.

It will be apparent to the skilled person that the AR
headsets may be any one of several sorts and models already
commercially available, and capable of displaying AR video
feed from a coupled server, and also capable of audio
interacting with a wearer of the headset. That is, a compat-
ible AR headset in the system of the invention will enable a
wearer to provide audio feedback to the computerized,
coupled server providing AR video streaming.

Classroom 2401 includes a plurality of depth-sensing
cameras 2414 arrayed to face the students and arrayed
around teacher 2409. Depth-sensing cameras are adapted to
record a three-dimensional contour of each of the local
students and of the teacher from whatever perspective of that
camera relative to image field or what the camera can see.
In this sense students are particularly arranged to be facing
the teacher at least at some angle. There is one depth camera
at each end of the student’s seating arrangements, that
capture the students from the left and right-side perspectives.
Another depth camera 2414 resides more centrally with
respect to the student’s seating arrangement. It is noted
herein that the two “side cameras™ may be elevated above
the level of the students or may be placed at lesser angles
than 45 degrees from center, so that one student is not
visually blocked from the camera by another. An example of
a depth camera may be a Kinect sensor such as a Microsoft
Kinect™ sensor.

Depth camera’s 2414 record front perspectives of local
students 2410. The feeds of depth cameras 2414 are
streamed directly into LLAN-connected session controller
2407 and may be plug-and-play peripheral devices assigned
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to the controller. Teacher 2409 has four depth cameras
positioned around the teacher, one in front, one in back, and
one at each side of the teacher. In this implementation,
students 2410 may only have feeds that show a frontal or
side perspective of the students, whereas the teacher 2409
may have feeds that show the side and back views of the
teacher. Because the roles of teacher and student are differ-
ent, the teacher may have full 3D visual tracking, while the
students only require frontal tracking and therefore need
fewer cameras required to capture necessary imagery. For
example, a teacher may pivot from one gaze point to another
gaze point where the angle between the gaze points exceeds
45 degrees or rotation.

Local classroom 2401 includes a whiteboard display 2412
and a multimedia presentation display 2413, for displaying
digital data. These displays may be required only when the
classroom is to be a source of education, wherein the teacher
and materials presented are originating in that classroom and
consumed by other remote classrooms over the Internet.
Whiteboard 2412 may have a depth camera and an AR
Marker assignment for three-dimensional reconstruction.
Media display 2413 may also have a depth camera posi-
tioned to record it and an assigned AR marker for recon-
struction. Media display 2413 may also be connected to
LAN 2415 and may be a display feed where no camera is
required. An AR marker is a pattern that instructs three-
dimensional reconstruction SW to position the feed uniquely
for viewers wearing AR glasses so that the display may
appear to remote viewers in their incoming AR streams at a
predesignated place in their individual three-dimensional
fields of view from their positioned perspectives. That is, the
display appears in front of them when it is ordered and as if
it is sitting in their classroom.

Remote classroom 2402, in this example, includes a
seating arrangement of students 2428 that mimics the seat-
ing arrangement of students 2410 in the local classroom.
This is not an absolute requirement, as different geometric
seating arrangements may be implemented in practicing the
invention. However, organized seating enables fewer cam-
eras, and therefore less bandwidth required to transmit
streams and less computational resource for three-dimen-
sional reconstruction. Remote classroom 2402 includes a
session controller 2434 running SW 2435 and a server 2432
running SW 2433. Students 2428 are all wearing AR glasses,
or equivalent apparatus, and are connected to a LAN 2429.
Remote students 2428 are covered by three depth-sensing
cameras 2427. Remote classroom 2402 also includes a
session controller 2423 running SW 2426 and a server 2424
running SW 2425.

Remote classroom 2403 is geometrically arranged like
classroom 2402 in this embodiment, including a seated
arrangement of students 2437 wearing LAN-connected AR
glasses, or equivalent apparatus, covered by three depth
cameras 2436. LAN 2431 supports a session controller 2434
running SW 2435, and a server 2432 running SW 2433.
Remote classroom 2402 has access to Internet 2404 through
a router 2422 and router 2421 to Internet backbone 2420.
Remote classroom 2403 has access to the Internet through
router 2430 and router 2421. Local classroom 2401 has
access to the Internet through router 2411 and router 2421.
It is noted herein that in each connected classroom and at the
Internet level, the session controller and server may reside in
a same machine and the SW may be one application instead
of two separate applications. It is also noted herein that any
classroom may be a local classroom wherein the teacher,
teacher displays, and additional depth cameras to cover a
teacher are provided.
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Referring now back to FIG. 1, planer cameras and physi-
cal displays are replaced in this embodiment by AR glasses
to both the teacher and student, so that displays are virtually
reconstructed (AR markers) and fewer camera devices might
be used at better granularity (depth cameras). Likewise, each
student, regardless of classroom orientation, may have an
AR marker assigned so that the system may display that
single student (at high granularity) for other students and the
teacher during an interaction mode or discussion mode of a
session.

Gaze correction, gesture identification, and other mea-
sures used to create the correct viewing angles for display
may be performed in the instant embodiment, using depth
cameras and virtual AR displays instead of physical displays
as in previous embodiments, by using AR markers and the
superior capabilities of the depth cameras. Each AR glass
enables reconstructed views through several AR-markers on
the floor. Each AR-marker is an easily detectable pattern that
defines the position of a participant analogous to the position
of'the “physical” display in the prior embodiments described
herein. AR glasses contain a display facing the eye of the
individual and a camera pointing away from the individuals
face. The camera captures the video feed containing several
AR-Markers. The AR glass then overlays an appropriate
perspective of the distant participant as he or she is engaged
in a conversation based on the interaction pattern observed
in the classroom. The same methods used to calculate the
appropriate perspective of a participant for each interaction
pattern discussed in examples described heretofore in this
specification may also be used in this embodiment.

Since the students are generally confined to an areca where
they are seated, or, in the teacher’s case, to a designated
teaching area, they are viewing the other participants from
a fixed position. In one implementation, only one perspec-
tive direction of a distant participant is required for appro-
priate display of each interaction pattern. Only a portion of
the reconstructed frame of the depth cameras are required to
provide a suitable perspective of a remote participant by a
viewer wearing AR glass. This may be accomplished using
only one or two depth-sensing cameras. It may also provide
savings on bandwidth as fewer depth-sensing camera feeds
need to be streamed to the remote locations for three-
dimensional reconstruction.

An advantage of migrating to AR and 3D reconstruction
technology is obtaining finer granularity of subjects and of
obtaining the appropriate perspectives with limited number
of depth sensing cameras, as well as less equipment and
computing power required.

FIG. 25 is a process flow chart 2500 depicting steps for
initiating and then managing a multi-perspective, live video
conference session over a network between local and remote
classrooms according to an aspect of the present invention.
At step 2501, a teacher or other authorized individual may
boot the system in a local classroom. Booting the system
may include display placement, instruction for students
wearing AR glass, and confirmation that all the components
are in good working order and ready to operate.

At step 2502, the local classroom initiator may connect
the classroom through local server to the Internet server
responsible for directing video/audio streams to remote
classrooms and receiving streams for distribution back to the
local classroom. At step 2503, the teacher and or authorized
individual may initiate a session. In one aspect a session may
be scheduled to occur in advance, so that the session initiates
automatically. At step 2504, qualified users may boot sys-
tems in remote classrooms that will be connected to the local
classroom. In one aspect the remote recipients are notified in
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advance to be online before a scheduled session. In another,
an invite may be sent to remote classrooms that may opt into
a session or opt out of a session.

At step 2205, the remote users may connect their remote
LAN servers to the central WAN server. At step 2506, the
remote classrooms may join the active session. It is noted
herein that a remote classroom may join or leave a session.
It is also noted that there may be more than one “local”
classroom where there is a teacher and from where materials
may originate. Such roles may be swapped between class-
rooms where equipped during a single data session.

At step 2507, a teacher or presenter in the local classroom
may continue the initiated session preferably in instruction
mode, described as a mode where instruction is given, and
materials are presented, and wherein the teacher is the main
actor and therefore the main object viewed remotely.

AR glasses worn by the students in both the local class-
room and the remote classrooms may display augmented
views of the teacher and the physical props or displays used
by the teacher, based on their position and from their
perspectives in their classrooms.

The session controllers in each classroom aided by
respective SW applications receive streams from the central
server and output streams to the central server. Three-
dimensional reconstruction may be performed on classroom
session controllers and on individual AR headsets. Mapping
according to recognition of session mode and group or
individual interaction sub-events with the teacher or with
other groups or individuals (interaction mode, discussion
mode) may be performed globally by the session controller
in the cloud or network.

At step 2508 a determination may be made of whether to
switch to interaction mode from instruction mode. Instruc-
tion mode is when the teacher takes the role of the primary
information source and the student take the role of the
information sink points. In instruction mode, the teacher is
lecturing generally in a local classroom with or without
students in the local classroom and the teacher is not
interacting with any local or remote classroom of students
specifically. The local classroom teacher and students (if
present locally) in this mode face each other in a generally
natural setting, and the local students therefore see the
teacher directly whereas the remote students see the teacher
in AR 3D display. It is important to note that the system is
assumed to be in the instruction mode at the start of a
session, however that is not a strict requirement for prac-
ticing the invention as another state may be the beginning
state of a session.

If the system determines not to trigger interaction mode at
step 2508, the process resolves back to step 2507 and the
session continues in instruction mode, or the previous mode.
If the system determines that it will switch mode over to
interaction mode, the session is continued in interaction
mode at step 2509. Interaction mode is when the teacher
object directs information to a particular student or set of
students. The teacher may be interacting with a specific
classroom of students. The Interaction mode is initiated, for
example, when the teacher wishes to interact with a specific
classroom and invokes a physical gesture such as head
nodding, finger pointing, or some other hand or arm gesture
or the like. The system recognizes this gesture utilizing a
gesture recognition mechanism and automatically switches
to the interaction mode.

While in interaction mode, the system may determine
whether or not to switch to discussion mode at step 2510.
Discussion mode is when the teacher and student take the
role of both information source and information sink. For
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example, in discussion mode the local teacher and students
from any of the classrooms local or remote, are enabled to
interact with one another. In this mode, the teacher may
initiate interaction with any local or remote students, any
student may initiate interaction with teacher and students
may initiate interaction with other students whether locally
or remotely. Such interaction initiation may include physical
gestures by teacher or student such as pointing, or some
other physical gesture which triggers the system to enter the
discussion mode.

If the system determines not to switch to discussion mode
at step 2510, then the process may resolve back to step 2508,
where the session continues in interaction mode or the
previous mode it was in. The exact order of mode execution
during a session and how many times a mode may be
swapped for another mode is dependent entirely on gesture
recognition and or override controls by a teacher or pre-
senter. I[f the system determines to switch to discussion mode
at step 2510 then the session is continued in discussion mode
at step 2511.

At step 2512, it may be determined whether to end the
current session automatically by time constraint in one
aspect or by decision by a teacher where there is no time
constraint. If at step 2512 it is determined not to end the
current session, the process may move to step 2513, where
the system may determine whether to trigger a new or next
instruction mode. For example, one topic is treated and now
a next topic may be treated with instruction interaction and
discussion. It is noted at this point the session has not ended
and is still in discussion mode.

If at step 2513, it is determined by gesture recognition or
override command to trigger a new instruction mode, then
the process moves back to step 2507 and continues in
instruction mode. If at step 2513, it is determined not to
trigger a new instruction mode, the system may determine
whether to initiate a new or next interaction mode (from
discussion mode) at step 2514. If it is determined not to
trigger an interaction mode at step 2514, the process may
resolve back to step 2511 where the session may continue in
discussion mode.

The process may from step 2511, proceed to step 2512
where the system or teacher may make a determination
whether to end the session. If it is determined to end the
session at step 2512, the process may end at step 2516. If it
is determined again not to end the session the process may
loop back to step 2513 again and on through the loop until
the session is terminated. It may be apparent to one skilled
in the art of gesture recognition that a depth camera may
independently recognize some gestures in real time as they
are recorded by the camera and may be leveraged to reduce
the task of recognizing gestures after video has traversed the
network segment to the Internet controller as they may be
tagged as they occur and then flagged for mode change
consideration.

When a mode change occurs, perspectives of all of the
participant students and the teacher is augmented according
to the mode characteristics. Objects and roles may change
and different groups of, numbers of, or ones of students may
become a primary object for more granular focus and view
by the other students. In one implementation, the teacher
may be an automated system capable of playing a prere-
corded lecture, triggering one or more physical displays to
present timely media or visual instruction.

It is appreciated by one with skill in the art that the
description of modes for a session is not limited to the modes
listed herein as other types of conferences may require other
modes of a session such as a paperwork filling mode, or an
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intermission mode. It may also be realized that an automated
teaching robot or system may also have more than one mode
that might be triggered such as a search mode, a mainte-
nance mode, or other modes deemed appropriate or neces-
sary.

It will be apparent to one with skill in the art that the video
conferencing system of the invention may be provided using
some or all of the mentioned features and components
without departing from the spirit and scope of the present
invention. It will also be apparent to the skilled artisan that
the embodiments described above are specific examples of
a single broader invention that may have greater scope than
any of the singular descriptions taught. There may be many
alterations made in the descriptions without departing from
the spirit and scope of the present invention.

Although the invention has been described with reference
to several exemplary embodiments, it is understood that the
words that have been used are words of description and
illustration, rather than words of limitation. Changes may be
made within the purview of the claims as presently stated
without departing from the scope and spirit of the invention
in its aspects. Although the invention has been described
with reference to means, materials and embodiments, the
invention is not intended to be limited to the disclosed;
rather the invention extends to all functionally equivalent
structures, methods, and uses such as are within the scope of
the claims.

The illustrations of the embodiments described herein are
intended to provide a general understanding of the structure
of the various embodiments. The illustrations are not
intended to serve as a complete description of all of the
elements and features of apparatus and systems that utilize
the structures or methods described herein. Many other
embodiments may be apparent to those of skill in the art
upon reviewing the disclosure. Other embodiments may be
utilized and derived from the disclosure, such that structural
and logical substitutions and changes may be made without
departing from the scope of the disclosure. Additionally, the
illustrations are merely representational and are not drawn to
scale. Certain proportions within the illustrations may be
exaggerated, while other proportions may be minimized.
Accordingly, the disclosure and the figures are to be
regarded as illustrative rather than restrictive.

One or more embodiments of the disclosure may be
referred to herein, individually and/or collectively, by the
term “invention” merely for convenience and without
intending to voluntarily limit the scope of this application to
any particular invention or inventive concept. Moreover,
although specific embodiments have been illustrated and
described herein, it should be appreciated that any subse-
quent arrangement designed to achieve the same or similar
purpose may be substituted for the specific embodiments
shown. This disclosure is intended to cover any and all
subsequent adaptations or variations of various embodi-
ments. Combinations of the above embodiments, and other
embodiments not specifically described herein, will be
apparent to those of skill in the art upon reviewing the
description.

The Abstract of the Disclosure is provided to comply with
37 C.F.R. § 1.72(b) and is submitted with the understanding
that it will not be used to interpret or limit the scope or
meaning of the claims. In addition, in the foregoing Detailed
Description, various features may be grouped together or
described in a single embodiment for the purpose of stream-
lining the disclosure. This disclosure is not to be interpreted
as reflecting an intention that the claimed embodiments
require more features than are expressly recited in each
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claim. Rather, as the following claims reflect, inventive
subject matter may be directed to less than all of the features
of any of the disclosed embodiments. Thus, the following
claims are incorporated into the Detailed Description, with
each claim standing on its own as defining separately
claimed subject matter.

The above disclosed subject matter is to be considered
illustrative, and not restrictive, and the claims are intended
to cover all such modifications, enhancements, and other
embodiments which fall within the true spirit and scope of
the present disclosure. Thus, to the maximum extent allowed
by law, the scope of the present disclosure is to be deter-
mined by the broadest permissible interpretation of the
following claims and their equivalents, and shall not be
restricted or limited by the foregoing detailed description.

It will be apparent to the skilled person that the arrange-
ment of elements and functionality for the invention is
described in different embodiments in which each is exem-
plary of an implementation of the invention. These exem-
plary descriptions do not preclude other implementations
and use cases not described in detail. The elements and
functions may vary, as there are a variety of ways the
hardware may be implemented and in which the software
may be provided within the scope of the invention. The
invention is limited only by the breadth of the claims below.

The invention claimed is:

1. An e-learning system comprising:

a classroom having a fixed seating arrangement for a
plurality of students and a plurality of first depth-
sensing cameras positioned to capture 3D video images
of each student from a variety of viewpoints;

a computerized session controller coupled to the first
depth-sensing cameras, and executing software from a
non-transitory medium;

a presenter station providing a position for a presenter,
and a plurality of second depth-sensing cameras posi-
tioned to capture video images of a presenter at the
presenter station from a variety of viewpoints, the
plurality of second depth-sensing cameras coupled to
the computerized session controller; and

a plurality of augmented-reality headsets, including video
display and audio feedback circuitry, one each associ-
ated with each of the seats in the fixed-seating arrange-
ment, and one associated with the presenter station;

wherein the software executing at the computerized ses-
sion controller operates in one of an instruction mode,
wherein a straight-on view and audio of the presenter
station is streamed to each of the augmented-reality
headsets at each of the seats in the fixed seating
arrangement for the plurality of students, an interaction
mode, wherein video and audio of interaction between
the presenter station and a particular student at one of
the seats in the fixed seating arrangement is streamed,
such that the particular student views and hears the
presenter station head on, and the presenter station
views and hears the particular student head-on, and the
remainder of the students view and hear the presenter
and the student alternately as each participates in an
audio exchange, and a discussion mode, wherein video
and audio streaming takes place between individual
students, the viewpoints and audio feeds to all of the
AR headsets controlled such that the students directly
interacting see and hear one another directly, and the
remainder of the headsets see and here one or the other
of the directly-engaged students according to which
student is speaking.
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2. The e-learning system of claim 1 wherein the classroom
and the presenter station are in the same physical, geo-
graphic location, and the first and second depth-sensing
cameras, and the augmented reality headsets are coupled to
the computerized session controller on a local area network.

3. The e-learning system of claim 1 wherein the classroom
and the presenter station are in different physical, geographic
locations, and the first and second depth-sensing cameras,
and the augmented reality headsets are coupled to the
computerized session controller through the Internet net-
work.

4. The e-learning system of claim 1 further comprising a
plurality of classrooms, each having a fixed seating arrange-
ment for a plurality of students and a plurality of first
depth-sensing cameras positioned to capture 3D video
images of each student from a variety of viewpoints, a
plurality of augmented-reality headsets, including video
display and audio feedback circuitry, one each associated
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with each of the seats in the fixed-seating arrangement at
each classroom.

5. The e-learning system of claim 1 wherein the software
executing at the computerized session controller provides
for switching mode-to-mode based on gesture recognition in
video feeds from individual ones of the depth-sensing cam-
eras, or key words in audio feeds.

6. The e-learning system of claim 5 wherein the presenter
is enabled to override mode switches software executing at
the computerized session controller provides for switching
mode-to-mode based on override input from an authorized
source.

7. The e-learning system of claim 6 wherein the presenter
is enabled to override mode switches.

8. The e-learning system of claim 1 wherein a viewpoint
is determined by interpolation of frames from two different
depth-sensing cameras.
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